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IUCUTIVE SUIHARY

Proposed changes to air traffic control systems are frequently evaluated
through the use of real-time system simulation. Comparative evaluation of
Unew" and "old" systems is often part of a cost-benefit study of possible
Increased produactivity.

Such studies frequently yield ambiguous conclusions. In fect, the
inconclusiveness of such evaluations io almost legendaryt, and the
dissatisfaction with the resulti. by those who reed them is sometimes severe.
Imotions may run high an occasions when expensively developed system cannot be
"statistically proven" to be "better than" the currant (old) system,
particularly when appearance* and "feel" give the opposite impression.

There have been two schools of thought among those who have been close to such
simulations and concerned with rendering of opinions on new or mdified air
traffic control *yet*=. This Issue concerns the place of the statistical
treatment of the measurement data which catt be collected during ATC system
simulation experiments, and its utility, for making clear system evaluation
conclusions.

One group favors the use of statistical inference methods, including the
statement of hypotheses in advance of the experiment, and the use of
statistical tests and Indices to determine whether the differences found ore
"statistically significant". They deride those who contend that 'Just trying
out a system" Is enough to form a reasonable opinion. On the other hand, those
who deride statistical methods point out the frequency of failure to find
results and differences which statistical tests will allow to be called
dependable enough ("significant") to rely upon. They say this sometimes occurs
even when there has been large and careful experimentation and data collection,
and in cases when the superiority of the new system Is 'obvious to the casual
observer."

One factor In the debate which is sometimes ignored is the fact that every
real-time simulation is a human factors experiment. In real-time simulation
the results are not only a function of the systems Involved, but also of the
people (quite variable within and between themselves) who are performing as
controllers in the simulation exercises, and of the traffic sample input given
to the system to handle. It Is apparent that real-time simulation exercises
may be a weak tool since every exercise in which a controller or control team
participates is different, even with identical traffic samples, once the first
few control decisions have been made.

It could be the case that the data from dynamic simulation cannot sensibly be
treated using statistical techniques such as analysis of variance. Perhaps the
data are so variable that statistically repeatable conclusions are not possible
without unacceptably large numbers of controllers and hours of simulation; and
that to seek for them is puristic and fruitless. If this is so, we will have to
be content with "gut feeling" observations uf the new system at work. This
approach, however, is also clearly open t~o criticism, particularly when it

matters so much whether a newly developed costly system is successful.



In order to help resolve this dilemma, it was decided to collect empirical data
through specific experiments . designed to bear on the statistical and
meadurement issues involved in the planning and interpretation of the results
of real-time simulation experiments on air traffic control systems. These
experiments were named the System Effectiveness Heasurement (SEM) experiments.

The FAA Technical Center's Air Traffic Control Simulation Facility (ATCSP) was
utilized for the experimental work. The ATCSF is a digital computer-based air
traffic control simulator in which simulated aircraft are maneuvered and
corresponding radar data are presented to air traffic controllers, who are in
simulated air-ground coraunicstion with the aircraft. One simulator pilot can
represent up to five *trcraft of various types by maki&& digital control inputs
and appropriate ;oice responses to the traffic controller or controllers
involved.

The computer which was generating the traffic was also programed to
simultaneously collect the measurement data. A set of objective measures wee
assembled to represent measures of air traffic control system mission
accomplishment customarily or frequently used by various air traffic control
system simulation experimenters in the history of such work. Thesi measures
were collected by the computer during the control exercises. In addition, in
the studies reported here, independent obtervers, who were qualifted
controllers, subjectively rated the controller performance and system
performance during the same exercise session which was being objectively scored
by the computer.

Two experimental evaluation& were executed, and the data analyses and results
are presented in this report. Both experiments worked with samples of control
"teams" tested repeatedly under various circumstances, such as different
sectors and traffic densities, while keeping the hardware and software system
being used identical. For economy, data collected upon only single controller
"teams" were utilized, although field en route sector teams generally consist
of two or more people. However, various aspects of the experimental
procedures were carefully designed to maintain a realistic atmosphere and
situation, despite the single controller "team" data collection process. In
particular, aspects of coordination with adjacent sectors were simulated by
laboratory staff controllers and most of the work that is normally done by
assistant controllers was accomplished in advance of each pre-designed exercise

by laboratory staff pesonnel. But in connection with the matter of team
,.ize, as with all of system simulation, it should be remembered that only
relative, not absolute, measurement can be attained in any case.

The first study, "SEM I," was aimed at examining the effects on the several
system performance measurements of changes in the surrounding ct rcumstances of
sector geometry and traffic density. The second experiment, "SE4 II," was
aimed at specifying the effects of accumulating more data at a given data
point, thus improving the dependability of the data. and at determining the
impact of learning and practice in this type of measurement situation.
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The effects on the system performance measurements of two extremely different
en route sector geometries and three traffic levels ranging from very light to
vary heavy were analysed using the d#4td from the SS4 I experiment. Using the
data from the SSW 1I experiment, analyses were made of the repeatability and
dependability of the measurements, and of the correlations among the
customarily used measurements. It was concluded that a far Raeller set of
measures could be used without major loss in %easuresent adequacy and vitn a
corresponding increase in, clear interpretation of results. These new measure
types were thou examined to see if they could also be used to sumearise the SSW

" I data. It wes found that this smaller set of measures derived from the SIN It
"* study provided a statistically adequate equivalent set of measures for all six

of the SIM I sector geometry and traffic density combinations.

* Tables for planning were derived from the data from both experiments to
Indicate how many subjects and runs must be used in air traffic control
simulatton experiments of this type to achieve statistically based conclusions
of a given probability. While these tables are expressed for what ts considered
to be a range of sector geometriew and traffic densities, they should be
applied, strictly speaking, only to performance measurement during
single-coxitroller, single-sector exercises. Additional resuarch would be
required to extend the results to multi-sector, multi-person team experiments,
and to terminal area control system simulation experiments. However, these
tables should prove far superior to intuition for estimating resource
requirements even when extrapolated to those situations. Because increased
variability Is possible among multi-person Lamns, estimates based on these
tables may underestimate the resources required.

The results show that those who criticize as infeasible and impractical the use
of statistical inference techniques in this field have some grounds for their
criticisms, beciuse there is such variability in the measures of air traffic
performance in dynamic exercises and comparatively large amounts of data are
needed for firm statistical conclusions. On the other hand, the tables
resulting from this research indicate the rrquirements which must and can be
%&et, when the occasion justifies it, to facilitate clear-cut conclusions for
Impoitant experimental air traffic control system evaluations. The results of
the studies are discussed in this volume and the tables will appear in a later
volume.

The SEt work, then, was an approach to empirically determining (and
compensating for) the strengths and weaknesses of ATC simulation
experimentation as usually conducted In the past. This knowledge can provide
guidance for future system evaluation experimenters both at the FAA Technical.
Center and at other similar laboratories. Although the focus here was on
developing data which might enable more effective system test and evaluation,
the work also provided a uniform basis for future experimental simulation
studies of various kinds for the air traffic control system, and could also
provide a basis for a controller performance criterion technique to be used for
the validation of aptitude tests and other selection and training techniques.

xiii



ENTRODUCTION

PURPOSE.

The purpose of this work was to determine the quality of measurement of system

performance and statistical treatment that is possible and appropriate in
dynamic simulation of air traffic control systems.

BACKGROUND AND METHOD OF APPROACH.

Real-time simulation of air traffic control systems is quite frequently used
to evaluate new system concepts. In such studies, simulated aircraft to be
controlled are fed into a system consisting of equipment, computers, and air
trafffic controllers who are to use both the current and the new air traffic
control systems to provide a comparative evaluation of the two systems. Thus,
such system evaluations are, intrinsically, human factors experiments and the
methods used should give appropriate attention to the extent and nature of
individual differences and human variability. Traditionally, the design of
such experiments has suffered from the lack of certain basic information which
thp current effort attempts to supply in order to aid and improve future
system evaluators and their evaluations.

A two-experiment evaluation series provided interrelated information. In the
first experiment, the aim was to discover the sensitivity of currently used
system performance measurement to differing traffic levels and sector
geometries. This experiment collected data on two 1-hour runs for each of 31
subjects under each of 6 sector geometry-traffic density combinations (cells).
Initial analyses, involving correlations between the two runs in each cell,
indicated very low correlations between the replicates. It was decided that
before going further it would be best to conduct a much less complex
experiment with fewer combinations of conditions involved, in order to
discover the difficulty. Thus, an experiment utilizing only one of the six
combinations of conditions of sector and geometry, but with several replicate
runs under the same conditions, was conducted. This second experiment was
aimed at studying the effects of replication and at providing a sufficient
amount of data collected under the same conditions to enable a factor analysis
to be done for the purpose of consolidating the measurements into a smaller
meaningful set. This second experiment involved 12 1-hour runs in the same
sector with the same traffic level for each of 39 controllers. The two
experiments will be referred to as SEM (System Effectiveness Measurement) I
and SEM II.

In both expe' .ants, the computer which was generating the aircraft to be
controlled we- also collecting a set of objective measurements based on the
aircraft movements traditionally assumed to be related to the success of the
air traffic control being exercised. In addition to the objective
measurements of performance, field-qualified iourneyman air traffic control
specialists provided ratings of the effectivness of the control for each



session or "run." One of the analyses later done was the examination of the
relationship betweeri these two kinds of evaluation of the same session of
traffic control.

For the purpose of, examining the system performance measures, three
assumptions were implemented in the experiments: (1) the measures relevant to
the output of an ensemble of sectors can be studied in a one-sector
mini-system, (2) it is necessary for measurement purposes to use more traffic
than one person would usually be expected to control in the real world, and
(3) for the purpose of simply studying the measures, the staffing can be
reduced and the traffic increased as long as the measures are treated as
relative and not absolute.

An overview of the discussions to follow might not be amiss at this point.
After explaining the experimental procedures for both experiments, the factor
analysis of the SEM II data will be described. In general terms, it was found
that four scores based on the factor analysis could be considered an adequate
set of measires to use. It was deemed important to see if the same factors
could adequately serve as the measures in other sect3rs and traffic levels.
The SEN I data were then called back into service. The SEN I data were
re-scored using the SEN II measures and examined for the presence of the same
factors. It was concluded that the same factor scores could express the
results of the first experiment. This made possible the analysis of sector
and density effects and the effects of practice and learning in air traffic
control simulation exercises using the more convenient and understandable
smaller set of measures.

2



PROCEDURE

EXPERIMENTAL PROCEDURE.

The simulator used to conduct these experiments was the Air Traffic Control
Simulation Facility (ATCSF) at the FAA Technical Center, Atlantic City, Now
Jersey. Tbi. is a digital computer-based simulation facility which has been
described in great technical detail elsewhere (reference 1). in general
terms, however, the major elements involved are the Controller Laboratory,
which contains 8 air traffic control display -consoles of a generic type, and
the Simulator Operator Laboratory, which contains consoles that control the
flight of the simulated aircraft which appear on the controller displays. A
simulated air-ground communications link joins the controllers and the
simulator operator "pilot." The aircraft under control are displayed to the
controller with alphanumeric tags containing aircraft identity, altitude,
speed, and other information. The laboratory can be configured to represent
terminal or en route air traffic control. The simulation laboratory Is in a
constant state' of improvement to increase the level of fidelity in the
representation of fieid air traffic control, but this representation does lag
behind the field. In the experiments to be discussed here, the
representations of the en route system were not' exact; the generic consoles
were used and the conflict alert feature of the system which at the timie was
just beginning to enter field facilities wa's not available for representation.

For the SEM I experiment, two sectors were selected from the sectors at the
en route air traffic control center at Leesburg, Virginia. Their designations
at the time were sectors 14 and 16. They were chosen to be quite different,
about as different as might be readily found. Based on examination of the
sectors' traffic at the time, samples of flights were composed and programmned
to fly in the simulator.. The traffic samples were designed to build up the
traffic for 8 minutes, and then scheduled to run for an hour with
approximately the same level of traffic density, as measured by the number of
targets whic.h would usually be simultaneously present on the controller's
radar scope. Three I-hour (after buildup) samples of the traffic were
composed for each of the two sectors; a low, medium and high traffic density
level. As said earlier, the average level of these samples was higher than
would be expected to be handled by a controller in live operations. The
variable of traffic density was set so that the levels of traffic density
would be approximately equal for both sectors, thus the experimental factors
of sector and density would not be connected, but orthogonal (independent).
The major parameters considered were the number of completable flights for the
hour and the number of planned (scheduled) simultaneous aircraft present in
the typical (modal) minute. As may be seen in table 1, these descriptors
increase at about the same rate for both sectors. Pre-trials of the density
levels indicated that while they were difficult, and would in fact be too
difficult for some controllers, they were not excessively so for uise in
simulation exercises.

The SEM II experiment used one of the same two sectors used in the previous
experiment, sector 14, which was called geometry 1. Four fresh traffic
samples were generated which were generally comparable to the middle density

3
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TABLE 1

F TRAFFIC SAMPLE CHIAIACTERISTICS

SEM I
Geometry 1 (Sector 14) Geometry 2 (Sector 16)

Density 1 2 3 1 2 3

No. Completable Flights 27 38 50 25 42 50
(60 min.)

No. Arrivals Handled 17 25 30 22 36 44

No. Departures Handled 12 16 26 4 6 6

No. A/C Planned to be
Under Simultaneous 5 7 8 5 6 8
Control (modal value)

SEM II

Sample A B C S

No. Completable Flights (60 min.) 40 40 40 40

No. Arrivals Handled 30 30 30 30

No. Departures Handled 17 17 17 17

No. A/C Planned To Be Under
Simultaneous Control (modal value) 8 8 8 8

Note: Numbers given are the planned values, i.e., as input traffic samples.
Minor fluctuations occurred even in the planned samples from minute to
minute.

4



Previously used. They were comparable to each other since each was
constructed by slightly shifting the *atart times and changing the identities
of the aircraft contained in reference or "seed" samples. The traffic samples
were dtsigned from the "seed" sample. by means of a computer program in such a
manner that the number of aircraft scheduled to be present on the scope would
be the same throughout the hour of the problem. Figure 1 shows the sector
maps for the two sectors. Table 1 gives the- characteristics of the traffic
samples for both experiments.

The computer which generated the traffic samples and presented the simulated
radar signals corresponding to the aircraft postions also collected
information about what was done with the aircraft by the control system. This
same computer warn capable of collecting -data such as the position of the
aircraft in the system at any given time and the clearances given by the
controllers which were entered into the computer by the simulator pilots.
These data were collected and reduced to the form of "run" scores, which
represented sums or means of various events and types of aircraft movements
which occurred in the course of the time period over which the simulation
exercise ran. The list of the measures selected for the SEM I experiment
appears in detail in appendix A. The list and definitions were modifited in
the hope of improving the measurement reliability before executing SEM 11.
This revised list appears in appendix B.

Some Cubjective measures were also taken during the two evaluations. In each
experiment, additional controllers, designated as "Judges," rated the
performance during each 1-hour run (session). On one scale, the judges rated
the technique or performance shown by the radar controller and on another
scale, the overall effectiveness of the 7san/machine air, traffic control system
in handling the traffic safely and expeditiously. Also, at the end of each
1-hour' run, the subject filled out a short questionnaire, the major purpose of
which was to discover any equipment or procedural difficulties. The forms
were changed slightly between experiments. The rating forms used in SEH I and
SEM It appear in f igures 2 and 3 (SEM I) and figures 4 'and 5 (SEN 11),
respectively.

The si.mulation laboratory was arranged in a similar manner for bot 'h
experiments. The usual way of using the simulation laboratory is with a very
large team cooperating to control an entire terminail area or several
cooperacing en route sectors. For the purpose at hand, however, it was
decided that information could be gained on the relevant topics in a much more
economical way by running four separate data-independent sessions
simultaneously, thus increasing the independently analyzable data by a factor
of four. The essential aspects of inter-sector coordination were retained,
however, by providing support controllers to represent adjacent sectors
requiring coordination. In addition, the duties normally performed by
assistant controllers were reduced as much as possible, as, for example, by

providing preprinted flight strips. Figure 6 gives a sketch of the laboratoryI
configuration for SEM I. The same configuration was used in SEM II with the

exception that there the sector 14 map was used in all four subject stations.

In the SEM I experiment, the support controllers actively participated in
lining up aircraft for handoff to the subject sector and in holding aircraft
prior to handoff upon request from the subject controller. Af ter the SEN I

5J
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experiment had been completed, it was suspected that this may have led to a
too zttive participation in handling the traffic by the staff support
cont.: llers and this was changed to be a more automatic process performed by
the computer, In SEN II, if the subject controller wished to have incoming
traffic held, the computer held it, and resumed feeding entering traffic upon
request.

The experimental designs (for definition of this term, see appendix C) for SEM
I and SI4 II are presented in Figures 7 and 8. Previous work (reference 2)
indicated that two replicates per cell were adequate, and so that number was
used in the SEN I experiment; but the resalts of SEN I Indicated that two
replicates were probably insufficient. The determination of the effect of the
number of replicates was made a major aim of SEN It.

In SEN I, half the controllers worked all of iheLr problems on one of the
sectors first, and the other half worked all of their problems on the other
sector first. It was considered best to have everyone work with the lowest
traffic density first, .hen with the moderate one and finally with the heavy
density. This was done by each controller, and then repeated for rho
replication.

In BE1l II, there were in effect 12 replications. Four slightly different
traffic samples were composed in an attempt to disguise the traffic, or to
make it appear at least slightly different. The manner in which thiii was done
was to designate one set of aircraft as the "seed" sample and then randomly
shift the start times of the same aircraft slightly to make three other
samplings of the same aircraft; aircraft call signs were also changed for the
same reason. The "seed" sample was administered once a day and the order of
administration of the other three samples was latinized in order to minimize
and balance whatever effects the slight sample modifications might have.

The subjects in both experiments were all qualified en route lourneyman
controllers who came from four different FMA en route centers in four
different regions. They were volunteers who had been chosen at random after
volunteering. Four came at a time and stayed !or 2 weeks; this was done for
both experiments. Logistic and equipment pioblems affected the number of
subjects having fairly complete data in each of the two experimental sessions;
data were obtained in a rather complete manner for 31 subjects In SEN I and
for 39 subjects in SEN II. The SEN I dsta collection was in the period
January to June 1979, and the SEM I data collection was in the period January
to June 1980.

ANALYTIC PROCEDURES.

Standard statistical analysis techniques were implemented using the BMDP
statistical software package (reference 3).

Considerable amounts of sheer data handling were Involved: this is why the
authors feel strongly that a reduction of the number of measures needing
analysis is an important improvement.

In the SEH I evaluation, there were several equipment failures in the midst of
runs, but usually at the latter part of the runs. This made for several short
runs and where a run had been completely lost, or lost early in its time, it
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led to missing data in some cells. Because of this, in handling the SEM I
data, the device was used of shortening thte available full 60-minute runs to
50 muinutes, thus increasing the number of homogeneous length runs available
for analysis. These data were used as such for most analyses involving the
SEM I data. In the construction of the power tables, the 50-minute runs were
prorated up to 60 minutes as needed for the 1-hour unit tables.

In some runs using the very severe highest traffic density level used in the
SEX I experiment, there were occasions when controllers exercised an option
covered in their pre-test instructions and indicated that they had "lost the
picture" which means, in controller slang, that the traffic situation had
become, at that point in that particular run, too heavy for them to continue
to control. There were only a comparatively few instances in which this
happened, 13. out of a possible 372 (31 subjects, 12 schieduled runs each). In
the event that this happened, the judges followed their previous instructions
to assist the controller until the problem was over. The intention was to
regard theme runs as missing data runs, together with those shortened by
equipmentL difficulties. Howe 'ver, through a data handling error in the
analysis stage, these 13 runs remained in the data base, and by the time this
situation was discovered, removal and correction was economically
prohibitive.

Fe'-er such difficulties occured in SEM II because of improved equipment and
procedures, and the lower density of traffic used in these exercises. In
addition, no permission was given to the subjects to declare loss of the
picture, although it probably would not. have been needed. Figures 9 and 10
show where these difficulties occurred in each experiment in terms of the
original experimental designs.

Various methods for handling the missing data resulting from equipment
problems were explored in great depth, but none seemed any more effective than
the use of the replicate run or runs to make up for the loss by allowing the
available replicate or replicates to stand for the cell, either by averaging
them or, in the case of only one replicate being available as in SEM I,
letting the replicate stand for the cell.

There was a sequential order in the process of analysis which will be
ref lected in the order in which the material is presented in subsequent parts

a of this report. As has been mentioned, almost immediately after the execution
of the SEM I experiment, it was decided that more concentrated informatioxi was
needed using fewer experimental variations. Therefore, an intensive
experiment (SEM 11) was designed and executed. The SEM II experiment was
first analyzed using factor analysis in a search for more succinct
measurements. The experiment had 12, I-hour runs per subject and, from these,
3 sets of 4 hours of data each were assembled and labeled "days," since 4 runs

were usually done in a day. Each day of data was submitted to a factor
analysis resulting in three sets of factor scores. The factor scores were
standardized in terms of the distribution for each day separately. Some
slight truncation to integer numbers was used in this scaling. Many analyses
were done using this data, leadi.ng to a single set of four factor scores

usable over the entire experiment (SEM 11).
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Sector 14 (GOom. 1) Sector 16 (Geom. 2)

Replicate 1 Replicate 2 Replicate 2 Replicate 2
Subject Density 1 2 3 1 2 3 1 2 3 1 2 3

1

5 • • T . . .. . .. .

8 • T . . . .. . .. .

9 . . . . . . S • U •
10 S . U . . . ..*. * *. .
11 . . .. . .. . .. . .S

12 S . U *.. . . . . . . T
13 . S T . • T . *... S •
14 *. ... S * • S . . . .
15 • ST • T . ... * . ST
16 • • T • S • . S .. .

18 . . . . . .*. . .. . .
19 • • T . . .. . .. . .
20 A AA A AA A AA AA A
21 . . ... ** *. .* . . .
22 *.. . . . .*. . .. . .
23 . . .... .* ... ..*

24 . . . .... *. . . . .
25 . . .**. ... . . U . •

26 . . . U . .. . .. .
27 . . .*. . .*. . . U • •

28 • • * U . * * T .. . .
29 S *... . .*. . .. . .
30 • • T • • • S . .. . .

31 S • T • • T . *... .
32 • . T • • • S • T •

Key: S - short run, data deleted; U - no run; A - subject not present: T -

subject acknowledged loss of control prior to 50 minutes of valid data; I f
at least 50 minutes of valid data present

FIGURE 9. DATA POINTS, SEM I EXPERIMENTI
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Subject No. Slot (Hr.) No. 1 2 3 4 5 6 7 8 9 10 11 12

1 * S . . . . . . . . .

2 , S . . . . . .
3 . S . . . . . . . . .
4 . S . . . . ... . . .
5 . . S * * * . . . S *

•7 5 . S S S * S S S * * S

S8 5 5 * S * S S * Sb S * S

90 . . . . . . . * . . . . . .

11 C C C • . *. . . . . .10

13 . . . . . . . . . . . .
14 ......

15 . . . . . . . .
16 ......
17 .... S ..
18 .... S ..

19 . . . . . . . S .
20 CC CCC CCC CCC C
21 . . . . . . . S • S .
22 . . . . . . . S • S
23 . . . . . . . S . S
24 . . . . . . . S . S
25 . . . . . . . . . . .
26 . . . . . . . ..
27
28 ......

29 . . . . . . . ..
30 . . . . . . . . ..
31 . .. .. .. .
32 . ... ...
33 . . . . . C C C C • .
34 . . . . . . . . . . . .
35 . . . . . . . . . . . .
36 . . . . . . . . . . . '
37 . S . . . . . . . S
38 • S . . . . . . . S
39 • S . . . . . . . S •
40 S . . . . . . . S

Key: S = short run; U = no run; . = data present; C = malfunction in
collection of communications data, filled in with day average, except for
Subject No. 20, who was dropped.

FIGURE 10. DATA POINTS, SEM II EXPERIMENT
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Returning to the SEK I data, a "cross-validation" analytic effort was performed
to determine whether the same factor structure could represent the data in each
of the six sector-density combinations (cells). Each cell was examined
separately. The cross-validation indicated the same factors were applicable.

After the cross-validation was completed, a return was made to the analysis of
each of the two experiments on an individual basis. For the factor scores, it
was now important to use standardization scales that covered the range involved
in the particular experiment. The SEM I data standardization was agair.3t the
first replicate, middle density, geometry 1 mean and standard deviation, and
the factor scores were expressed on a standard score scale with a mean of 50
and a standard deviation of 1 at that point (the "first scale"). The SEM II
experiment standardization used the mean and standard deviation of the Cifth
1-hour run and the factor scores were expressed on a standard ccore scale with
a mean of 500 and b standard deviation of 1 at that point (the "second scale").
Finally, it was decided to create a "third scale" in which both experiments'
data were put on the same scale. Here all runs from both experiments were
standardized against hour five of SEM II. The standard score distributions of
the 4 factor scores were given a mean of 500 and a standard deviation of 1 at
hour 5 of SEM II. This scaling was used in the power tables and to illustrate
graphically the advantages of standard scores.
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ANALYSES

Each of the topics listed below will be discussed in order under headings which
will present the analysis of the topic and the data bearing on it, and the
implications of the results:

1. SEM II factor analysis and factor cross-validation

2. Reliability coefficients

3. Correlations with observer ratings

4. Practice and learning effects in ATC simulation experiments

5. The effects on the system performance measures of enroute sector geometry
and traffic density level

6. The-statistical power of ATC simulation experiments

7. An evaluation of the indeK of orderliness

8. Subjective questionnaire replies and objective measures

SEM II FACTOR ANALYSIS AND FACTOR CROSS VALIDATION

ANALYSIS. Dynamic simulations of current and future air traffic control
systems are difficult and expensive to arrange and run. They are difficult to
design and analyze statistically, but worst of all they are difficult to
interpret when making judgements about the desirabilizy of air traffic control
system changes. A major reason for this is the sheer cumbersomeness of the
amount of data usually collected. A multituder of measures describing system
performance is available, and there has been little or no evaluatton as to
which of the available measures is most relevant or needed. An attempt to
reduce the magnitude of this problem was made here by applying a mathematical
technique called factor analysis (see definition, appendix C) to see if a
smaller set of measures of known relevance could be found. The second
experiment (SEM II) was particularly designed to permit the use of this
technique.

A factor analysis was performed on each of the three sets of day level" data
available from the SEM II experiment. Since there were 12 1-hour runs in the
SEM II experiment, three 4-hour aggregates were available for each subject.
These will be referred to as the first, second, and third days since each
subject usually performed four runs a day. It is important to note that the
factor analyses were done without the Judges' ratings being Involved.
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Bef ore entering the factor analysis, some of the measures in the original list
of 28 which seemed not to be potentially fruilful were omitted bringing the
list of measures entering the factor analysis to 17. Six (6) measures covering
sub-types of delays and delay times, already represented in the summary
measures of total number of delays and total delay time, were considered as
redundant and dropped. These measures were the number and duration of barrier
delays, the number and duration of start delays, and the number and duration of
hold and turn delays. Another measure, the average aircraft time under
control, was considered to be adequately represented by the measure aircraft
time under control. Four (4) other measures which showed little or no
variation in the data were omitted; these were the number of aircraft handled,
the number of completed flights, the number of departure altitudes attained,
and the number of handoff a accepted. These did not vary because of the similar
traffic samples and, being essentially constants, would not have contributed to
the factor analysis of the data. Two (2) further measures were dropped during
the smoothing process just subsequent to the factor analysis itself because
found to be non-contributing. These were the handoff acceptance delay time and
the number of arrival altitudes attained.

The factor analysis was performed using varimax rotation of the principal
components (see definition, appendix C) on 17 measures for 39 subjects. As has
been said, a separate analysis was performed for each data day.

In the outcome, four operationally meaningful factors and quite similar factor
patterns resulted from the analysis for each of the 3 days. The four factors
accounted for 74.7, 67.7 and 63.3 percent of the total variance on days one,
two and three respectively. The factor structures for the 3 days are shown in
tables 1, 2, and 3 in appendix D, Supplementary Tables. Shown in these tables
are the factor loadings, i.e., the correlations of each of the measures which
had entered the process with each of the factors which had resulted. An
extensive examination was conducted comparing the factor structures which had
resulted on 3 days. Basically, the same four factors were identified, but the~
weights derived f or the 3 days to generate factor scores were somewhat
different.

The weighting differences among the 3 days were smoothed to 1 set of weights
based on the median of the 3 days' weights.- This was deemed permissible since
the correlations between the scores weighted in the three different ways were
generally in che .90's (see table 8, appendix D). The factor scores based on
the median weights will be referred to as the "Full" factors. The Full factor
weights appear in table 9 of appendix D. Further simplification was attained
by rounding the weights arithmetically and zeroing out the weights for those
measures which had carried factor loadings less than .15. It was during
smoothing that one measure referred to earlier was dropped. The factor weights
which resulted from this step will be referred to as the "smoothed" factors.
These appear in table 10 of appendix D. A final rounding step and dropping of
the last measure resulted in what will be called the "very smooth" factor score
weights. The step involved making the remaining weights, which were in fact
quite similar, equal. These appear in table 11 of appendix D. At this stage,
the factor scores were computed by standardizing the meesures which were to be
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part of a given factor score for a given day on the day mean, applying the
F weights, and restandardizing the resulting factor score on the day mean.

Hlaving arrived at this point, three questions were examined about the very
smooth factor score coefficients. The first question concerned the reliability
of the factor scores before and after smoothing. The reliabilities appear in
table 2, and clearly they were not degraded, but remained at about the middle
of the range of the reliablities of the scores that made them up.

The second question concerned the statistical impact of using the very smooth
factor settin which the various measures comprising the four factors were given
equal weights. An analysis was done which compared. on the one hand, the
simple product moment correlation of each of the factor scores (which, it will
be remembered, contained the measures in equally weighted form) against the
ratings and, on the other hand, the multiple correlation which resulted from
mathematically optimally weighted combinations of the measures in each factor,
the weights being optimized to predict the controller observer judges' ratings.
These data appear in table 3. Concentrate on the "shrunken"~ R squared (R
.squared sub c) figure., since they represent the percentage of variance
accounted for statistically, after correcting for the the number of predictors
involved. It appears that there was no essential difference in the
correlations and so it is concluded that the weighting found in the factor
analysis, i.e., equal, in generating the factor scores, is an acceptable
weighting scheme.

The question of what weights to use in the computation of the factor scores
having been decided, the next question asked concerned the ability of the
factor scores, as compared with the original scores listed, to relate to the
controller observers' ratings. Multiple correlations between the four factor
scores in linear combination were computed with the controller observer
ratings. These data are seen in table 4. Both the full factors and the very
smooth factors were used. These multiple correlations were found to be at
about the same level as the multiple correlations using the original 17
measures.

At this point, the cross-validation ability of the multiple regression
equations based on the factor scoras was investigated (table 5). Presented
are the simple product moment correlations between a projected rating, based on
an equation derived from data from a different day, and the actual rating

*given. Just as was discussed earlier, in the case of the equations using the
original 17 measures, it was found that the day-to-day carryover was
comparatively low. The ability of a weighting equation derived from the first

* day's data to predict the ratings on the second and third day was examined.
The multiple correlation was found to decrease with the distance away from the
day on which the weights were derived. The lesson here is that for neither
factor scores nor raw scores can there be a multiple regression equation
developed which will contain weights capable of carrying over to subsequent
days or situations. The same system performance scores are seen as applicable
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TABLE 2

RELIABILITY COEFFICIENTS OF SCORES BASED ON FULL

FACTORS, SMOOTH FACTORS, AND VERY SMOOTH FACTORS

Day-Day Full Smooth Very Smooth

Confliction 1-2 .64 .65 .66
2-3 .64 .63 .64
1-3 .54 .53 .53

Occupancy 1-2 .59 .59 .62
2-3 .59 .64 .62
1-3 .27 .29 .30

Communication 1-2 .85 .86 .86
2-3 .87 .87 .87
1-3 .77 .76 .76

Delay 1-2 .11 .21 .19
2-3 .27 .22 .21
1-3 .10 .14 .12
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TABLE 3

LINEAR CONIIINATION WEIGHTING AND EQUAL WEIGHTING WITHIN EACH FACTOR

Confliction Factor Occupancy Factor

R* R** r*** r**** R* R** r*** r***

Day 1 SEN .51 .15 .44 .19 .43 .11 .29 .08

.CPK .56 .21 .49 .24 .40 .08 .27 .07

Day 2 SEN .52 .17 .43 .18 .65 .37 .58 .34

CE4 .58 .23 .52 .27 .62 .34 .55 .30

Day 3 SEN .46 .10 .26 .07 .51 .19 .44 .19

CPI .47 .11 .31 .10 .48 .16 .44 .19

Cosaunication Delay

R R r r R R r r

Day 1 SEN .44 .15 .41 .17 .55 .29 .55 .30

CPH .40 .12 .36 .13 .56 .29 .56 .31

Day 2 SEN .31 .05 .25 .06 .35 .10 .25 .06

CPM .37 .09 .22 .05 .30 .06 .26 .07

ay 3 SEN .40 .12 .36 .13 .20 .01 .06 .00

CPM .43 .14 .37 .14 .19 .01 .03 .00

* - R Is the multiple correlation
** - the multiple correlation squared and corrected for shrinkage

- the product moment correlation
* - squared product moment correlation
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TABLE 4

COMPARISON OF MULTIPLE CORRELATION WITH JUDGES' RATING

PROVIDED BY ORIGINAL SEVENTEEN MEASURES, FULL FACTOR SCORES

AND VERY SMOOTH FACTOR SCORES

Seventeen Full Factor Very Suooth
Measures Stores Factor Scores

N R* R** R*** N R* R** R*** N R* R** R***

Day 1 SEM 40 .2 .67 .42 39 .74 .55 .49 39 .73 .53 .46
CPt 40 .83 .69 .44 39 .74 .55 .50 39 .73 .54 .47

Day 2 SEM 39 .81 .66 .39 39 .72 .51 .45 39 .69 .48 .40
CPM 39 .87 .75 .56 39 .75 .56 .51 39 .72 .52 .45

Day 3 SEM 39 .79 .61 .29 39 .61 .38 .30 39 .60 .36 .26
CPM 39 .79 .62 .31 39 .64 .41 .34 39 .63 .40 .31

- the multiple R
** - the multiple R squared

- the multiple R squared after correction for shrinkage

I2
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TAILE 5

CROSS VALIDATION OVER DAYS (R)

Day I Data Day 2 Data Day 3 Date

S]IM Day one Equation .73 .60 .51

Day Two Equation .59 .69 .62

Day Three Equation .44 .53 .60

CPM Day One Equation .73 .61 .49

Day TWo Equation .63 .72 .63

Day Three Equation .45 .55 .63
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but they aunt be weighted (or considered) differently. An example will clarify
this point. The weighting applied to the delay factor store diminished
markedly on the third day. This seans it had no weight in contributing to the
controller observer ratings of system/controller performance on that day,,

-whereas It had weight an the first day. lut an examination of the objective
data shows that there were several delays on the first day but almost none on
the third day, which means the observers were right to give delay no Importance
on the third day. This does not mean we should not measure delay, but only,
that its importance may vary.

This finding is also Important because it reinforces the conclusion discussed
earlier that there is no possibility of joining measures into a single store.
regardless ot whether original measures or factor score measures of system
performance are used. While the relationship between the weighted combinationsKof scores In the some circumstances Is high, the projection of weights Into
different circumstances, such as In this instance, a later stage of prac tice ,
Is not adequate. Therefore., a weighting equation resulting in a projected
single figure of merit is not advisable.

Thus far, it has baen shown that the esae factors appeared in the 3 days of the
SEIM 11 experiment, that the weights of the original measures to make up the
composite factor score Indexes should be equal, but that assigning weights to
the four factor scores to obtain a single conglomerate index was not a good
idea.

A major next phase was to determine if the same four factors would appear in
different traffic levels and sector structures, as represented in the six
combinations of circumstances used in the SEX I experiment. It will be
recalled that in the SEM I experiment there were two sectors and three traffic
density levels for a total of six conditions, and that one of the *ix
conditions was identical with that used in SEIM 11. It will also be recalled
that the list of measures used in the two experiments was somewhat different
and that there were only two replicate runs in SEX I, compared with the twelve
replicates in the SEM II experiment.

The first step in determining whether the same four factors as had appeared in
SEX 11 also would appear in the SEM I data, now that they had been discovered
and seemed firm, was to re-score the SEX I data using the SEN 11 measurements
list so that the question could be addressed. In the ATC simulator used, the
moat fundamental data collected are based on the aircraft movements and
positions and the simulator pilots' inputs to the computer In response to the
controllers' clearances. These data could be reduced in terms of either the
SEH I or the SEX I list of measures. The SEX I data, then, were scored in
terms of the SEX II measure list. The scoring was done up to the fiftieth
minute rather than up to the sixtieth minute (as in SEM 11) to overcome missin3
data due to equipment difficulties which had occurred in SIX I. because of
missing data, the number of data cases or subjects for SEX I vas 31. For all
of this analysis, the average of the two replicates in SEM I was
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used. if a value for one run of the two replicates was missing, tht best
P estimate "average" was the alternate data point.

The re-scoring having been done, the six cells in SUN I were separately
subjected to factor analysis. At this etage, the factor analysis was done
Independently for each cell, and independently of the Sam IT factor analysis.
The method of factor extraction was always principal component analysis with
varimax rotation, constraining the number of rotated components to four.

The next stop was to utilise the SIN It factor score formulas and weights to
compute the S$N It factor scores, using as input the SN I data, scored, a
umetioned above, in SIM UI measures, so that these coul-T-WcoMpared with the
independently generated factor scores described above.

The results of the two operations described Imediately above can be referred
to, respectively, as the S314 I independent factor analysis scorina. and the .SE
It based factor scorinas, and it Is these that will be compared.

In overview, it may be said that examination of the six SEN I independent
factor analysis scorings indicated that the measures had grouped similarly to
those groupings which had occurred in SUN It. The factor loadings for the
corresponding measures in the seven separate and independent factor analyses
are similar. The percentage of variance accounted for by the S11 11-based
factors is similar, and the SIN It factors predict the ratings almost as well
as the $11 I factors do. There is one anomaly, it occurs in the coefficients
of the delay factor, but this is capable of being understood in terms of
certain difference in the definition of the details of the term delay in the
two experiments. These differences will be discussed in detail later.

It is natural, of course, that the SIM I independent factors accounted for more
of the variance in the data, between 73 and 80 percent, depending on which of
the six conditions one examines. However, the externally based SIN It median
(very smooth) factors computed for these same six conditions accounted for, in
five of the six conditions, between 62 and 72 percent of the variance, and 59
percent in the remaining case. For corresponding conditions, the loss in going
to the SIN 11 factors ranged between 6 and 12 percent, and averaged about 10
percent (see table 6).

For each of the six SEN I conditions, the SEN I-based factor structures were
compared to the the SEN l1-based factor structures. What is meant by this is
that an examination was made of the results of the six factor analyses showing
the factor loadings which had been assigned by the analysis to each of the
original measures which had entered. Examined was whether the same measures
clustered together as shown by their loading (correlation) with the same major
factors. These data for the six SEM I combinations of conditions can be seen
in tables 12 to 17 of appendix D. The SIN It factor structures are presented
in tables 1 to 3 of appendix D.

A some',ihat easier approach involves computing the coefficients of correlation
between the factor scores resulting for the subjects as a group, computed in
the two major ways described above. The correlation matrices for each of the
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six combinations of conditions between the two kinds of factor scores were
computed and are shown in table 7. As can be seen, the correlations are mainly
in the 90's for the first three factors, but the correlations for the fourth
factor, Delay, are at times negative. This is the anomaly which was mentioned
earlie 'r and it is understandable in terms of some differences in procedures and
definition of delays in the two experiments. This minor discrepancy was one of
the prices paid for the use of two data bases assembled under slightly
different rules. Since the factor score weights ultimately go back to the
currelation matrices, i.hese were examined. Examining the correlation matrices
for the six cells of SEM I and for the 3 days of SEM It showed some differences
in 'the correlations between the measures "tm in boundary" and "total delay
time" between the SEM I data base and the SEM II data bases. In the case of
the SEM I data there was a moderately high correlation of about minus .3
between the two measures; in the SEM II data there was a near-zero correlation
between the measures for two of the original days, although there was a
slightly minus correlation for the third day. This slightly minus correlation
for the third day was lost in the smoothing process, but the other 2 days had
virtual zero correlations and this is why the smoothed factors show this. But
the more general source is probably in procedures. The negative correlation
for the SEN I data would seem to indicate that, under SEM I procedures, if
delay were taken before accepting the aircraft, the time. in the sector would be
lessened, whereas under the SEM II procedures, this made little or no
difference in the amount of time in the sector.

This appears as something which might have occurred since under the procedures
for the SEM I experiment the controller was permitted to tell the adjoining
sector (the support or "ghost" controller who was a member of the experimental
staff) - seeking to make a handof f to him to hold or "spin" the individual
aircraft. It will be remembered that the proce-ures were changed going into
the second experiment to reduce what was,' perceived as the undue impact of the
support controller in this and other areas.

One of the changes made for the SEN II experiment involved the method of
starting aircraft into the test sector, which was now made automatic and done
by the computer on schedule. As a consequence of this, the idea of "b.'.rrier
delay" was seen as necessary. Under the concept of the barrier delay, _f the
subject wished to delay aircraft he had to impose delay on the-entering stream
of aircraft, and not individual aircraft one at a time. Very few barrier
delays were used in SEM It (it probably being regarded by the controllers as
extreme, as compared with delaying one aircraft).

The best conception of what might have happened probably is based on the idea
that under SEM I procedures it seemed better to the subjects to take any delay
outside the sector before accepting handoffs, and that indeed it possibly was
better due to some help in lining up the aircraft provided by the ghost in his
handling of the aircraft while they were still outside the sector. Thus, for
SEll I data, there was a slight negative correlation between start delays and
time in sector. Under SEM II procedures, the computer provided no such
assistance and also the tendency probably was to minimize barrier (start)
delays and take the delays if any within the sector. The small number of these
would also tend to bring the correlation between start delays and any other
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TABLE 7

CORRELATIONS BETWEEN SEM II FACTOR SCORES AND) SEK I

SECTOR-DENSITY CELL-BASED FACTOR SCORES

Sector - Density Factor

Condition Confliction Occupancy Communication Delay

Geometry 1, Traffic Density 1 .75 .96 .94 .84

Geometry 1, Traffic Density 2 .96 .83 .96 .35

Geometry 1, Traffic Density 3 .96 .77 .86 .90

Geometry 2, Traffic Density 1 .98 .95 .88 -.60

Geometry 2, Traffic Density 2 .95 .95 .85 -.60

Geometry 2, Traffic Density 3 .99 .96 .80 -. 64
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measure down. Thus, there was a near-zero correlation for SEM II, a different
correlation than that in the other data.

It appears, then,,that there is probably some effect involving hese procedural
differences between the two experiments which caused a different relationship
between the two measures mentioned and this changed relationship probably
effected a difference in the delay factor between the two experiments to a
sufficient extent that the weights differed enough to cause the slight negative
relationship in~the delay factor between the two experiments, even though, as
should be remembered, the same basic factor resulted.

Another comparison between the SEM I and SEN 11 factors was done in terms of an
index discussed by Harman (reference 4) which roughly resembles a coefficient
of correlation between factor score weights in two sets of factors. It also
ranges from -1.00 through zero to +1.00. It is referred to variously as the
coefficient of congruence or as the index of the degree of factorial similarity
or as phi.

The phi index is calculated essentially by computing a correlation between the
factor weights given for the original measures by the two factor sets being
compared. In this case, the phi indexes were computed for each of the six
combinations of the SEM I conditions. For the logically similar factors based
on the two experiments, again except for the delay factor, the correspondence
was quite good. The overall picture was similar to that just given in table 7
for the correlation coefficients.

In the case of the first three factors, the phi coefficients ranged between .60
and .94 for all days and conditions. They were usually in the .70's, .80's and
.90's. Of the six phi's computed for the six conditions of density and sector
for the delay factor, four were negative, one was moderate (.59), and one was
somewhat high (.76). In general, this phi analysis confirms the others above.

Finally, an important examination of the connection between the independent SEM
I factors and the SEM II derived factors was done using the judges' scores.
This analysis is important because it relates the two kinds of scoring methods
to the opinions of the controller judges who were on the scene during the SEN I
exercises. Multiple correlations against the opinion measurement were computed
using, separately, the two kinds of factor scoring: externally based and
intcernally based; SEN 1-based and SEN 11-based. Because the two ratings (SEN
and CPM) were highly correlated, only one of them (CPM) was used in the
computations.

In the outcome, the multiple R's were quite similar regardless of which form of
weighting was used. There was only a .05 difference, in the multiple
correlation, R, at most, in favor of the SEN I self-generated factor scores for
any of the six sector-density combinations over the SEtI 11 factor scorings for
the same data, as seen in table 8.

Recapitulating, we may say that the evidence has shown that the four factor
scores developed in the SEM 11 experiment aire also applicable to the SEM I
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TABLE 8

SEN I CELL BASED FACTOR SCORES AND SEM II FACTOR SCORES IN

RELATION TO SEN I JUDGES' RATINGS

Using SEM-II Factor Score Using SEN-I Factor Score
Coefficients to Create Cc ifficients to Create
Factor Scores Factor Scores

(Factor Scores vs. Judges' Scores)

R R N

Sector 14, Density 1 .36 .42 31
Sector 14, Density 2 .46 .52 31
Sector 14, Density 3 .57 .62 29

Sector 16, Density 1 .47 40 31
Sector 16, Density 2 .41 .33 31
Sector 16, Density 3 .59 .63 30

(Factor Scores vs. Log of Judges' Scores)

Sector 14, Density 1 .39 .43 31
Sector 14, Density 2 .47 .47 31
Sector 14, Density 3 .54 .61 29

Sector 16, Density 1 .46 .39 31
Sector 16, Density 2 .42 .33 31
Sector 16, Density 3 .59 .62 30
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experiment's sector and geometry variations. In both experiments, the four
factors acount for a majority of the variance.

There is evidence, although indirect, from other experiments which were not
directly comparable for various reasons, like those of Boone (references 5,6)
and Buckley (reference 2) that this factor structure has generality. In
Boone's experiment, he found somewhat similar factors even though dealing with
Academy trainees in early stages of training. He was, however, using the FAA
Technical Center'ATC simulator that was used in this experiment and the SEM I
set of measures which were programmed into it. The factor analysis done by

* Buckley in 1969 (reference 2) used hand-collected data and combined several
densities. However, there is some resemblance to the factors obtained here.

Having arrived at a small set of measures which seems to succinctly encompass
the important dimensions .of air traffic control system performance can be
impor tant, if it is applied. For example, if most or all simulation
experiments are scored in terms 'of the same four factors, it may eventually be
possible to conduct meaningful comparisons about results obtained at different
times and in different places.

On the other hand, the basic or "~raw"~ measures could be considered to be
"buried" in the four factor scores, especially since they are necessarily of a
dimensionless standard score form. However, the more specific measures, such
as the number of altitude changes, can still be looked at by those with a
special interest in them. There is no inherent contradiction between being
interested in the specific and -the general. At the very least, even if the
four factor scores do not replace the many specific measures, they should be
used as a short and meaningful way of summing up all of. the several specific
simple measures.

An avenue was examined here for minimizing any possible disadvantages of the
use of standardized factor scores. An examination was made to see if one raw
score could be used to represent each of the four factors. Considered in the
decision were the correlation between each of the measures which entered into
each of the factor scores and the factor score it entered, the comparative
reliability coefficients of the measures within each factor, and whether the
measure consistently appeared in the respective factor across the two
experiments. Ths- correlations between the factor scores and the observer
ratings were not considered to be a major element in the choice since the
purpose was to represent the already chosen factor score. As mentioned, one
consideration was the reliablity of the measure, especially between Days 2 and
3. These are shown in table 9. Another main consideration, the correlation
with the factor score itself, is shown for each factor in table 10.

Based oni all of these considerations, then, one measure was chosen for each of
the four factors to be that factor's "primary" measure, i.e., a raw score
representative of the factor for those who prefer raw scores. The asterisks in
Tables 9 and 10 denote the measures which were chosen as the primary measures.

Returning now, however, to the discussion of standard scores, it should be
remembered that they have distinct advantages as well as potential
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TABLE 9

DAY 1NO VERSUS DAY THREE RELIABILITY OF MEASURES WITHIN A FACTOR

Conflict Factor

r

Number of Four-Mile Conflicts .69
Number of Five-Mile Conflicts .78
Number of Three-Mile Conflicts .41
Duration of Four-Mile Conflicts .43
Duration of Five-Mile Conflicts .64
Duration of Three-Mile Conflicts .34

Occupancy Factor

Time Under Control .66
Distance Flown Under Control .54
Fuel Consumption Under Control .56
Time in Boundary .69

Communications Factor

Path Changes .84
Number of Ground-to-Air Communications .85
Duration of Ground-to-Air Communications .87

Delay Factor

Total Delays .18
Total Delay Time .15
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TABLE 10

CORRELATIONS OF MEASURES WITHIN A FACTOR WITH THE FACTOR

Conflict Factor

Day One Day Two Day Three

Number of Four-Mile Conflicts .90 .92 .87

Number of Five-Mile Conflicts .81 .82 .87

Number of Three-Mile Conflicts .84 .81 .79

Duration of Four-Mile Conflicts .89 .91 .87

Duration of Five-Mile Conflicts .87 .83 .77

Duration of Three-Mile Conflicts .82 .79 .77

Occupancy Factor

Day One Day Two Day Three

Time Under Control .99 .94 .97

Distance Flown Under Concrol .91 .74 .80

Fuel Consumption Under Control .93 .91 .91
Time in Boundary .69 .73 .77

Communications Factor

Day One Day Two Day Three

Path Changes .85 .89 .86

Number of Ground-to-AMr Comm. .91 .92 .89

Duration of Ground-to-Air Conm. .90 .93 .90

Delay Factor

Day One Day Two Day Three

Total Delays .98 .91 .87

Total Delay Time .98 .91 .87
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disadvantages. They will remind us, for example, that the results from any
real-time simulation are interpretable only in relative and not in absolute
terms. It is possible to interpret the standard scores in terms of the
percentiles they would represent in an assumed normal distribution as is often
done in large scale personnel testing situations. A related approach which
would not involve any assumption of normality would be interpretation in terms
of the percentiles for the scores from various experiments in terms of a
reference distribution, such as the SEM II data distribution. The SEM II data
distribution is not large enough to be a general reference distribution and
certainly not large enough to do away with the need for control groups in
particular experiments. But if all experimenters used it as a distribution in
terms of which to generate standard scores for the four factors, then data
could be accruing for a common distribution into which all experimental data
could be translated in common terms.

An example of this is given in figure 11. As part of the process of
constructing the power tables, it was necessary and desirable to put the data
from both experiments (SEM I and SEM II) into terms of the same scale
distribution so that the power tables would be useful over a range of sectors
and densities. The first step in accomplishing this was to bring the SEN I
runs from a 50-minute basis to a 60-minute basis by multiplying each run score
by sixty-fiftieths. This was specifically done for the power table preparation
process, since it was desired that they be in hour-unit terms. It was also
done for figure 11. For the data which were used in most of the SEM I analytic
computations, it was felt that the prorating was not necessary. In generating
this new scale, for the power tables, the factor scores for both experiments
were computed using the run scores from each of the experiments after they had

been converted into standard score form based on the mean and variance from the
SEM II hour 5 data. They were given a mean of 500 and a standard deviation of
1 at the SEM IT hour 5 point. For convenience, this was called the "third
scale" to dis guish it from the standard score scales which had been used
individually in SEM I and SEM II. The new scale enabled the factor score
distributions from both oxperiments to be drawn on the same scale. This is
seen in figure 11, which shows both the data from each of the six
sector-density combinations of SEM I and the three days of SEM II.

From here on, the discussion will be in terms of the factor scores and the four
primary scores. Two other measures, which we will call auxiliary scores, will
also be carried along. These are the number of aircraft handled and fuel
consumption. The number of aircraft handled measure, in the SEM II level
density experin-it, ' very insensitive and was not entered into the factor
analysis. :wo was w: *ore to the particular experimental design than to the
importance of the measure, and it should be kept as an auxiliary measure for
reaction to traffic density variations in more general situations. The fuel
consumption measure was entered into the factor analysis and formed part of one
of the factors. It is 'ýf particular operational relevance and it will also be
carried as a separate a iary measure.
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It is important to point out that the factor scores and computations msing
thes appearing in the tables in the balance of the report will be based on
scales which standardised the entire body of data from each experiment on
points within the respective experiments. In some cases there my be
slight differences between these later computations done on that basis, and
those appearing ti the factor analytic atid cross-validation sections
earlier In this present section because the earlier computations are based
on a day-by-day (SNH 11) or a cell-by-cell separate standardization (Salm 1)
with occasional truncations for various purposes.

It should be pointed out here, finally, that both the four factor scores
and the primary scores for each factor, and other raw scores of interest
could all be used by any given experimenter. The ATC simulator data
processor can imediately produce the four factor scores for any future
experiment in "third scale" terms, using the SEN It hour-five data as a
reference point.

IMPLICATIONS. It has been seen that:

1. The same general factors were generated by the factor analysis
technique using the SE1 I data and the S31H II data. The SIMll factors and
weights for the measures within the factors seem adequate to characterite
the SEN I data in all six combinations of sector geometry and traffic
density.

2. The fact that the measures are equally weighted within the S&N It
factors does not adversely impact their relationship with the controller
observer judgements, as compared to the relationship generated with the
same Judgements by the original measures.

3. The factors found basically corresponded to those found in an
independent experiment involving controller trainees working at a much
lower level of difficulty (Boone, references 5,6).

4. It appears that, despite the wide range of conditions included in these
two experiments, the four factors adequately summarize experimental results
from ATC simulation experiments. The factors can be considered expressions
of the important basic dimensions of the measurement of air traffic control
system functioning in real time dynamic simulation experimentation.

5. It appears that the four factor scores ma:' safely be used to represent
all of the other measures.

6. In view of the above, it appears permissible and efficient to report
experimental results in terms of the four factor scores, the four primary
measures corresponding to the factors, and the two auxiliary measures, the
number of aircraft handled and fuel consumption. It is suggested that all
future air traffic control simulation experiments use that set of measures,
as will be done in the balance of this report. Although it was not fully
carried out for this report, it is further suggested that the factor scores
in future work should use the "third scale standardization."
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RELIABILITY COEFFICIENTS.

ANALYSIS. Reliability is defined as repeatability of measurement. To evaluate
reliability, It Is necessary to have repeated sessions ("runs"~) which, as may
be seen from the experimental design (figure 8), was definitely achieved In the
second experiment. There were 12 1-hour runs performed by each subject
controller under essentially the same conditions except for the obvious and
unavoidable one of practice.

The major index of reliability used was the product moment coefficient of
correlation, or "r" (see appendix C, Definitions), between runs. This was
done also for the data in the first experiment, although In that case, there
were only 2 similar runs (runs by the same subject under the same conditions),
not 12.

Table 11 shows the reliabiity coefficients for the set of measures which will
be used f ram here on; the four factor scores and their corresponding primary
measures, and the two auxiliary measures, the number of aircraft handled and
fuel consumption. Shown are the SEX I and SEX II reliability coefficients for
these measures as estimated by the correlation between 2 runs. The SEX I runs
were 50 minutes in length, as discussed earlier, and as in shown in the Table.
The correlations shown are those obtained when the SEX I data were scored using
the SEM II measurement% as defined in appendix A. In the case of the four
factor scores, the SEM I computations used the first scale, and the SEX 11
calculations used the second scale, as will be usual.

In the case of the SEM 11 data, data aggregation was also possible. Table 11
shows the increase in reliability which results from the aggregation of the
data into 4-hour chunks by averaging. The effect of this increased
reliablililty which can be obtained by the process of averaging will be shown
in a later discussion of statistical power.

A comparison of these reliability coefficient data can be made with only one
other experiment in the small literature on ATC simulation, the 1969 experiment
by Buckley et al. (reference 2). Another possible source, the experiment by
Boone (references 5 and 6) on controller trainees which used basically the SEX
I methods and measures, did not cite reliabilities. There are some data from
the 1969 experiment shown in table 11, and it can be seen that moderate
reliabilities were found; somewhat higher for the measures delay time and
conflictions than were attained in the present work. It is interesting that
the experiment was done using paper and pencil data taking, not computer data
collection or target generation. In the case of the confliction count, the
occurrence of a confliction was scored by the judgement of three observing
controllers, and delay times were written down by the simulator pilots.

Another way of examining the repeatability of statistical data is in terms of
the standard error of measurement (see appendix C, Definitions). In general
terms, this Index gives ani error band for a single score or measurement such
that the probabilities can be stated that the "true" score or value is within
the stated range. The computation of the index depends on the reliability
coefficient and the 'rariance, which expresses the range of individual
differences among the subjects.
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TABLE II

RELIABILITY COEFFICIENTS

SEMI SEM II
Aun Run 3 Run 5 Day 1 Day 2

1ý69 ve vs vs vs vs
Measure Exper. Run Run 4 Run 6 Day 2 Day 3

Confliction Factor - -. 10 .48 .59 .68 .65

Occupancy Factor - .75 .46 .39 .58 .63

Communications Factor - .69 .83 .84 .85 .87

Delay Factor - -. 38 .20 -. 08 .20 .15

No. of 5-Mi. Conflictions .62 .06 .48 .60 .72 .78

A/C Time Under Control .45 .84 .45 .43 .53 .66

Duration of G/A Contacts .56 .80 .85 .85 .87 .87

Total Delay Time .39 -. 29 -. 07 -. 05 .15 .15

No. of A/C Handled .36 .27 -. 04 -. 04 .40 .21

Fuel Used Under Control - .73 .38 .26 .65 .56

Sector 14(Gl) 14 14 14 14

Density med med(b2) med med med med

No. Subjects (N), FactorA - 27 39 39 39 39

No. Subjects (N), Measures 36 27 39 or 38 39 or 38 39 39

Minutes of Opera nal Data 60 50 60 60 60 60
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Standard errors of measurement computed for the factor scores and the six other
measures which were listed above were computed based on 1-hour runs from both
experiments, and these are given in table 12. For the scores given in the
table, the probabilities are .95 that the "true"~ value is within the range
given. Thus, for example, it may be seen that a delay time score of 78 seconds
per hour based on a single 1-hour middle traffic density run in SEM I could, in
fact, stand for delay time run scores ranging from 0 to 1331 seconds (22.2
minutes). For SEM 11, the standard error of measurement obtained by using the
first four runs aggregated is also shown. In this particular table, in order to
facilitate comparisons, all calculations involving factor scores were done
using the third scale. However, it might be pointed out that, in any case, the
three scales are very highly correlated (.98 or higher) and differed mainly in
the means.

As has been said, in addition to the objective measurements, there were also
ratings made of performance. It will be remembered that there were two
observers standing behind the controllers when they were controlling the
simulated traffic. There were eight such observers and schedules were arranged
so that they would be paired in all possible combinations. The observer/judges
were qualified field controllers from facilities other than those of the
subjects. The average of the two judges' opinions was used as the score for
the run on this kind of data. The basic purpose of this rating process was to
gain another kind of criterion against which to compare the objective measures.
It was important to optimize the reliability of the ratings since they were to
be used as an external criterion against which to check the objective measures.
Therefore, the field controller judges received careful training in the rating
process before the experiment began.

In considering the reliability of the ratings, it was possible to estimate this
quality using two approaches. In one approach, the agreement between two
judges observing the same occasion was considered. The inter-judge agreement
was computed using the intra-class correlation (See appendix C for definition).
In the other approach, the average of the two judges' ratings of a given kind
(SEM or CPM) for a given run, which was always used as the rating of that kind
for the session, was examined. Here, the run-to-run reliability of the average
of the two ratings was examined. These two approaches were used in both
experiments.

In table 13, the computed data on inter-judge agreement at a given session
appear for both experiments. In table 14, the data are given for the
run-to-run agreement for the average rating of a given type by the two judges
watching the same runs. In the case of the SEM II data, it was also possible
to examine the effects of day level aggregation as had been done with the other
measures, and these day-to-day product moment correlations are also shown.
Both the CPM and SEM ratings are not always shown; they were consistently found
so highly correlated with each other in a given session (usually well over
.85), that frequently only one of them was used in some calculations.
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TABLE 12

STANDARD ERROR OF MEASUREMENT

With 0.95 probability, the true value would
lie between limits of:

SEM I (GI D2) SEMII (Gl D2)
If Measured Avg. of 2 Runs Avg. of 5th & Day 2 (Avg.

Measure Value Were: 6th Runs of Runs 5-8)

Conflict. Factor 500. 495.64-504.36 498.91-501.09 499.24-500.76

Occup. Factor 500. 497.60-502.40 498.99-501.01 498.97-501.03

Comm. Factor 500. 499.27-500.73 499.42-500.58 499.34-500.66

Delay Factor 500. 495.80-504.20 498.86-501.14 499.21-500.78

No. of 5-mi. 6 per hr. 0-14.3 1.8-10.2 3ý4-8.5

Conflictions

A/C Time Under 550 min./hr. 517-583 534-566 532-568
Control

Dura. of G/A 650 sec./hr. 572-728 570-730 565-735
Contacts

Total Delay Time 78 sec./hr. 0-1331. 0-567 0-342

No. A/C Handled 47/hr. 46.4-47.6 46.3-47.7 46.7-47.3

Fuel Used Under 112 104-120 107-117 108-116
Control thousand

lbs./hr.
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TABLE 13

INTER-OBSERVER AGREEMENT (INTRA-CLASS CORRELATIONS)

SEM I Sector-Geometry - Replicate Cells

Gi Di G1 D2 Gl D3 G2 D1 G2 D2 G2 D3
RI R2 RI R2 RI R2 R1 R2 RI R2 RI R2

CPM .17 .06 .61 .56 .46 .44 .13 .43 .48 .44 .55 .39

SEM .28 .32 .52 .73 .72 .45 .65 .65 .50 .45 .62 .31

SEM II

Hour

1 2 3 4 5 6 7 8 9 10 11 12

CPM .64 .64 .40 .43 .30 .32 .58 .69 .50 .53 .44 .66

SEM .53 .57 .43 .35 .45 .40 .42 .57 .58 .55 .43 .65
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TABLE ,14

RATING RELIABILITY

SEM I
(Run-Run by Cell)

Gi D1 Gi D2 Gi D3 C2 DI G2 D2 G2 D3

SEN .14 .27 .34 .04 .09 .48

N 24 27 24 25 27 28

CPH .20 037 .42 .52 .01 .38

N 25 27 28 25 27 29

SEM II
(Hours)

1 vs 2 3 vs 4 5 vs 6 7 vs 8 9 vs 10 11 vs 12

SEM .15 .55 .37 .31 .39 .50

CPM .25 .57 .23 .29 .23 .55

N 31 39 39 32 31 39

SEM II
(Day-Day)

Day 1 to Day 2 Day 2 to Day 3

SEM .64 .64

CPM .64 .69

N 39 39
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The size of the Inter-judge agresements found here is fair but changes from
time to time. In the Boone experiment, the interclass correlation expressing
agreement between instructors who were rating trainees executing simulation
problems was .56. In the 1969 experiment, the median interclass correlation
between observers rating in a session was .54. Cobb's study (reference 7)
found moderately high agreement between field supervisors of controllers.

In evaluating the rating data in the two SEM experiments, it is important to
pause and discuss two things. One is the fact that these judges were
well-trained and practiced in observing the same exercises and people. It is
also important to discuss the intended use of these ratings. They were not an
external criterion such that the value of the objective measures would stand or
fall with them; they were for corroboration and for making comparative
judgements as to combinations of the objective measures. The ratings were not
considered to be inherently superior to the objective measures; in fact,
special efforts were made to overcome the normal inferior reliability of
ratings as compared to objective measures. For training the observers, there
was a week set aside for the observers before each experiment in which they
observed the traffic samples which were to be used in the experiment, worked
this traffic themselves, rated each other, and discussed the meanings of the
rating scales.

When considering the ratings, it is important to remembe: that these were not
taken in a typical rating. situation, such as, for excample, the
over-the-shoulder rating taken in a facility, which might show lower
reliability. These ratings should be considered as special ratings for a
special purpose.

IMPLICATIONS. It can be seen that:

1. The reliability of the objective measures taken in these dynamic
simulations was fair, considering the dynamic situation, but was found to be
improved by data aggregation. When improved by aggregation, it can be brought
to quite high levels. However, refinement of the initial measure collection
process itself may also be needed.

2. Reliability was not appreciably better in SEM IT than in SEM I even though
better measure definitions and stricter procedures were used in SEM IT (as was
discussed under procedures). However, the use of aggregation was possible in
SEM IT to increase the relaiability.

3. Reliability of the judges' ratings was adequate to the purpose here, but in
line with typical results with subjective ratings.

4. Later discussions will carry the matter of measure reliability into the
realm of statistical power in w"ich the reliability coefficients and the
standard deviation, or variation, of the data are used in planning experimental
designs.
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VIv.

CORRILATIONS WITH OBSERVERS' RATINGS.

ANALYSIS. Objective measures of system performance and subjective observer
ratings may each be said to have their own advantages and disadvantages. On
the one hand, the advantage of objectivity would be difficult to overstate. On
the other hand, objective measures can sometimes turn out to be meaningless and
their validity and meaningfulness must be verified by comparing then to the
judgments of experienced observers..

Evaluations by people very familiar with a task can be useful for certain
purposes. However, as is commonly known and accepted, a difficulty with such
subjective rating. is their frequent unreliability. The ideal is objective
measures which are reliable and which can be shown to be meaningful by
demonstrating a strong relationship to subjective evaluations by knowledgeable
persons. The demonstration of such a relationship for the objective measures
of air traffic control system performance is what will be examined in this
section.

We will first examine relationships between some of the individual objective
measures and the ratings in the SEM I and SEM II experiments. Table 15 gives
the product moment correlations between these measures and the observer
ratings. For the SEN I experiment, the correlations are given separately for
each sector-traffic density combination. The average of the two replicate runs
in each cell was used. For the SEM 11 experiment, correlations based on the
average of two runs are also shown. Runs 5 and 6 were chosen as occurring
somewhat after an initial learning period (which will be discussed later). For
all factor scores, the third scale values were used.

Also shown in table 15 is the effect of the further aggregation which was
possible using the SEM II data with its many replications. The data for the
first 4 runs (of the 12 runs in SEM II), the second 4 runs, and the third 4
runs have been separately aggregated into day-level aggregations. The
statistical significance level for the correlations (see appendix C) is also
shown in the table.

The multiple correlation (R) is the correlation between a linear combination of
variables and some other variable (for an exact definition, see appendix C).
Here it is the correlation between the set of the four factor scores taken in

combination and one of the ratings, or, similarly, the set of the four primary
measures and one of the ratings. Table 16 shows these multiple correlationsI
for each of the six geography-density combinations in the SEM I experiment.
Shown are the multiple correlations based on the averages -of the 2 runs in each
cell for the SEM 11 measure set applied to the SEM I basic data. Also shown

are the effects of using the logarithmic transformation in the process.

For SEM II, the multiple correlations are shown in table 17. The SEM III
multiple correlations are shown as computed using the average of 2 runs as was
done in SEX I, here using runs 5 and 6, and also as computed using the
day-level aggregated data. Again the effects of the logarithmic transformation
are shown.
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TABLE 16

MULTIPLE CORRELATION (R) OF FACTORS ANT) LEADING 'MEASURES ON RATINGS, SF24 I

Regression Cells (2 hours)
1-D1lC 2-D2G1 3-D3Gl 4-DIG2 5-D2G2 6-D3G2

Factors on SEN .40 .34 .76 .52 .50 .60
Factors on CP4 .38 .32 .64 .47 .46 .60
Measures on SEN .39 .54 .71 .39 .41 .59
Measures on ClM .36 .49 .62 .28 .39 .65

Log of Factors on SEN .40 .34 .76 .52 .49 .60
Log of Factors on CPM .37 .32 .64 .47 .45 .60
Factors on Log of SEN .42 .33 .75 .52 .50 .58
Factors on Log of CR4 .38 .31 .62 .47 .47 .59
Log of Factors on log of SEN .41 .33 .75 .52 .50 .58
Log of Factors on log of CRM .38 .31 .62 .47 .46 .59

Log of Measures on SEN .35 .57 .75 .41 .48 .48
Log of Measures on CRM .28 .50 .65 .33 .47 .57
Measures on log of SEN .40 .53 .69 .39 .41 .57
Measures on log of CRM .36 .48 .61 .29 .40 .63
Log of Measures on log of SEN .36 .56 .72 .41 .47 .46
Log of Measures on log of CPM .29 .49 .63 .33 .48 .55

N 31 30 29 31 31 30
R for .05 Stat. Sign. .55 .55 .56 .55 .55 .55

NOTE: Transformation used for logorithmic cases was log (X+I).
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TABLE 17

MULTIPLE CORRELATION (R) Of FACTORS AND LEADING MEASURES ON RATINGS, S24 It

Regression Hours 5 & 6 Day 1 Day 2 Day 3
(2 hour data) (4 hours data)

Factors on SEN .60 .73 .71 .59
Factors on CPM .62 .73 .74 .62
Measures on SEN .63 .65 .68 .58
MeasureA on CFM .61 .65 .70 .59

Log of Factors on SEM .60 .73 .71 .59
Log of Factors on CVM .62 .73 .74 .63
Factors on log of SEN .60 .79 .73 .61
Factors on log of CPM .60 .79 .73 .64
Log of Factors on log of SEM .60 .75 .73 .61
Log of Factors on log of CR1 .60 .79 .73 .64

Log of Measures on SEN .63 .69 .65 .57
Log of Measures on CRt .61 .68 .69 .58
Measures on log of SEM .65 .72 .72 .62
Measures on log of CPM .60 .73 .71 .62
Log of Measures on log of SEM .64 .73 .72 .60
Log of Measures on log of CP4 .60 .73 .70 .61

N 39 39 39 39
R for 0.05 Stat. Sign. Level .48 .49 .48 .48

NOTE: Transformation used for logarithmic cases was log (X+1).
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The sizes of the multiple correlations vary with the conditions, such as sector
and density and hour and day. The imultiple correlations of the corresponding
primary measures are quite similar to those for the factor scores@. The SRN I
multiple correlations based on 2 hours of data for the factor scores with the
SEN and CPN ratings range' through the .40's and .50's for the most part. The
SIN It Rt's based on 2 hours of data are generally in the .60's. The day level
R's, based on 4 hours of data, run in the 60's and 701s, and sometimes higher.
The sizes of multiple correlations which meet the .05 level of statistical
significance for these sample sizes and numbers of variables are shown in the
tables; some of the correlations do not meet these levels, at least in the SEN I
data. However, the multiple correlations can be considered good for behavioral
data, particularly in the SEM 11 day-level data.

Let us look at some analogous results from similar experiments. In the 1969
experiment :reference 2), the 2-hour data correlated with the observer ratings
at about .17 to .48, and multiple correlations (R's) were about .45. Boone
(references 5.6) did not do individual correlations but found R's of about .53
between objective measures in combination and over-the-shoulder rati~ngs by
instructors.

In general, it appears that there is a good relationship between the objective
measures taken in the present studies and the subjective ratings when the
objective measures are taken in combination. The high relationships (around
.70) for the day-level data are noteworthy.

IMPLICATIONS. The important issue here was whether there was some, reasonable
agreement between the objective performance measures taken in simulation and
what a controller would think from watching the run. The answer is in the
affirmative.

PRACTICE AND LEARNING EFFECTS IN ATC SIMULATION EXPERIMENTS

ANALYSIS. The SEN II data, in addition to fulfilling its major purpose of
studying the stability of a group of measurements used to quantify simulation
performance, also provided information on the effects of learning during dynamic
ATC simulation experiments. The extent to which the process of familiarization
and/or learning in the air traffic control simulation environment affects the
measurements taken has usually been assumed to be slight since controllers are
already well-trained and are "used to" air traffic control. The 12 hours of SEN
Il runs can be regarded as a course of training, or at least practice, since all
other things were the same; system changes were not being made and the traffic
samples were being changed only slightly.

The experiment was carefully designed to minimize and eliminate any effect of
traffic sample differences while at the same time eliminating both actual
extreme simple repetition of traffic samples and any possible sequence effects
of different traffic samples.

The major techniques used to accomplish this were the design of the traffic
samples and the utilization of latin square counterbalancing. There were four
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traffic samples In all, and these were repeated three times by each subject.
One of the samples was repeated three LimOs without any change, except In the
aircraft Identities. The other three samples were based on the first and
differed from it only in that the starting times of the individual aircraft
were shuffled slightly (three times to make the three samples). The same basic
aircraft appeared in all samples at about the same entry time and the number of
aircraft scheduled to be present was kept approximately the same throughout the
1-hour planned exercise (after the traffic buildup). Aircraft identities for
theme latter three samples were also changed on each of the 3 days. These
three samples were arranged in a latin square to counterbalance any effects
they sight have. The samples were given to four subgroups of the subjects In
four different orders in accordance with the latin square. It was felt that
since the samples were so similar and were balanced across subjects that any
effects they or their order of administration might have would be nullified by
the experimental design. The experimental design is shown in detail in figure
8 above.

Curves indicating the time courses of the measures over the 12 hours are shown
in figure 12. Plots are presented for the means and standard deviation of the
factor scores and the primary and auxiliary measures. These curves are based
on the 24 subjects who missed no runs whatever. As can be seen there were
large changes between the first and fourth runs, and comparative stabilization
thereafter. Because of the experimental design, traffic samples and orders are
balanced in these curves.

An analysis ci variance confirmed that there were differences among the 12 time
periods, ap was seen in the graphs, for almost all measures. Prior to the
analysis r~f variance, the test for symmetry was done and, as may be seen in the
table, the conservative degrees of freedom were used when needed. The analysis
appears in table 18.

An orthogonal components test was done to see at about what run levelling off
occurred. This appears in table 19 for the plotted measures. For most
measures, levelling off occurs by the fifth or sixth hour.

Table 20 shows the percentages of variance due to persons and hours. The
technique is from Gaebelin and Soderquist (reference 8). It is of interest
here in that it shows that although the variation due to practice is
considerable, in most variables the variation due to individual differences
among controllers is nonetheless greater, and also that individuals differ
somewhat in their reaction to practice, as is indicated by the interaction
variance.

The next analysis asks if the data ever did reach an asymptote. It seems from
the plots of the successive hours that it did, but there is a danger that if
one looks only at the day-level data, the erroneous conclusion could be reached

that it is headed further dowmn. For this reason, the plots and analysis of theI
data considered at the day level are of interest. The 3 day level averages are
plotted in figure 13, and the analysis of variance table for these plotted
means is presented in table 21. Also shown in the analysis of variance table

is the critical difference for Tukey's HSD test (see appendix C fori I
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TABLE 19

ORTHOGONAL ANALYSIS: SUCCESSIVE SIMULATION HOURS

Confliction Occupancy Communication Delay
Factor Factor Factor Factor

Comparison F P/.05 F P/.05 F P/.05 F P/.05

Hour I vs rest 32.52 .00 6.12 .01 61.94 .00 97.43 .00

Hour 2 vs rest 0.78 .38 1.23 .27 43.73 .00 4.87 .03

Hour 3 vs rest 3.67 .06 0.86 .35 33.35 .00 .42 .52

Hour 4 vs rest 3.18 .08 0.01 .93 6.24 .01 .02 .89

Hour 5 vs rest 2.34 .13 0.98 .32 19.08 .00 .65 .42

Hour 6 vs rest .66 .42 0.98 .32 4.78 .03 .02 .88

Hour 7 vs rest 1.65 .2C 2.20 .14 2.96 .09 .01 .94

Hour 8 vs rest .55 .46 .06 .80 .09 .77 .04 .84

Hour 9 vs rest .52 .47 .50 .48 1.66 .?0 .11 .74

Hour 10 vs rest 1.50 .22 .08 .78 .42 .52 .02 .89

Hour 11 vs rest .35 .56 .29 .59 .43 .51 .05 .82

*This test compares the first hour's value to the mean of the last 11 values,
the second hour's value to the mean of the last 10 values, etc. It is
concluded that the values have stabilized when the difference is not
significant at the .05 level.
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TABLE 19 (CONTINUED)

ORTHOGONAL ANALYSIS: SUCCESSIVE SIMULATION HOURS

Number of Time Under Duration G/A Total Delay
Conflictions Control Communications Time

Comparison F P/-05 F P/.05 F P/.05 F P/.05

Hour 1 vs rest 7.75 .01 4.07 .04 105.61 .00 79.44 .00

Hour 2 vs rest 1.02 .31 0.58 0.45 57.24 .00 2.46 .12

Hour 3 vs rest 1.45 .23 0.28 0.60 37.74 .00 .06 .81

Hour 4 vs rest 3.22 .07 0.05 .83 9.63 .00 .01 .93

Hour 5 vs rest .16 .68 .74 .39 22.44 .00 .49 .48

Hour 6 vs rest .55 .46 1.16 .28 4.71 .03 .00 .48

Hour 7 vs rest 2.07 .15 2.46 0.12 2.54 .11 .00 .97

Hour 8 vs rest .26 .61 0.08 0.77 .28 .60 .01 .92

Hour 9 vs rest .22 .64 0.26 0.61 1.55 .21 .01 .94

Hour 10 vs rest .81 .37 0.07 0.79 .13 .72 .01 .93

Y~our 11 vs rest .52 .47 0.36 0.55 .01 .91 .02 .90
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TABLE 19 (CONTINUED)

ORTHOGONAL ANALYSIS: SUCCESSIVE SIM4ULATION HOURS

No. A/C Fuel
Handled Consumption

Comparison F P/.05 F P/.05

Hour 1 vs rest 24.82 .00 7.89 .01

Hour 2 vs rest .47 .49 1.66 .20

Hour 3 vs rest .00 .97 1.94 .17

Hour 4 vs rest .58 .45 0.0 .97

Hour 5 vs rest 1.60 .21 0.66 .42

Hour 6 vs rest .05 .81 1.79 .18

Hour 7 vs rest o02 .89 1.56 .21

Hour 8 vs rest .03 .87 0.06 .80

Hour 9 vs rest .05 .83 0.35 .55

Hour 10 vs rest .60 .44 0.42 .52

Hour 11 vs rest .07 .79 0.04 .85
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explanation). The underlined differetaces are significant at the five percent
level. From the Tukey teat, it is apparent that the differences involving the
first day are those which result in significant differences between days,
whereas in most measures the differences between the second and third days are
not significant. This ' ould seem to indicate that stabilization occurs after
the f irst day in most cases. Table 22 gives the percent of variance
attributable to days (not hours this time) and persons, and, finally, the day
means themselves are shown in table 23.

IMPLICATIONS. It has been shown that%

There is in general a massive learning effect of the first 4 runs in this type
of experiment. The best procedure, then, for the usual simulation experiment,
would be the provision of 2 hours of familiarization plus about 4 runs in each
experimental condition of importance before beginning to save data.

THE EFFECTS OF SECTOR GEOMETRY AND DENSITY ON SYSTEM PERFORMANCE MEASUREMENTS.

ANALYSIS. One of the persistent problems in approaching the planning and
execution of an experiment utilizing real-time simulation to compare systems or
concepts for the en route air traffic control system is the selection of a
particular sector and traffic density level to use in the experiment. These
two aspects of the stimulus situation which the system, however large or small,
will face may have some impact on the outcome of the experiment. Unless we
have some knowledge of their effects, we have an area of ignorance which will
impede our planning, execution, and interpretation of all, experimental system
evaluations required in the future.

Frequently, for example, it is necessary to repeat experimental sessions with
the same controllers. If'we could say that the geometric shape of the sector
chosen had no real impact, then we could use sectors interchangeably in the
various experimental system modifications, thus avoiding boredom and extreme
practice effects. If the level of difficulty of different sector-density
combinations did not differ much, then these could be considered as parallel
forms of a test and used interchangeably, or one standard sector could be used
for all experiments, and sampling several sectors need not be considered.

The SEM I experiment was designed to explore these issues, among others. Its
design (figure 7) involved two sectors and three traffic densities. The

sectors were chosen to represent two extremely different geometries; one wasI
quite long and narrow, the other was almost circular. Controllers weraý asked
to select two contrasting sector shapes. The traffic levels were chosen such
that the planned number of aircraft present to the controller at all times was
the same over the time course of the problems, and the same in both sectors.
The three density levels were defined in terms of the number present at all
times, in the planned traffic sample. Three density levels, roughly

representing, in controller opinion, low, medium and high difficulty levels for
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TABLE 22

PERCENT OF VARIANCE DUE TO DAYS AND PERSONS

Percent of Variance Due to:
Persons Days Interaction

FactorR:

Confliction Factor 60 10 30
Occupancy Factor 50 1 49
Communication Factor 70 16 14
belay Factor 21 28 51

Primary Measures:
No. of Conflictions (5) 68 4 28
Time Under Control 50 1 48
Duration of G/A Comm. 67 21 12
Total Delay Time 22 22 57

Auxiliary Measures:
No. of A/C Handled 26 15 58
Fuel Consumption 51 2 47

641



00

LA V-1

-44vl

w 0 m 0

0) -4'OO 0 U4

, -4

11 11,4 V4
La

65



our planned single controller "teamst" wt-re chosen. Each controller began Oil
one of the two sectors after considerable verbal orientation and one or two
prac.tice runs. Half of the subjects began with one of the sectors and half
began with the other sector. Each did a low, medium alid high density tratffir
hour, repeated that sequence In the same sector, and then weat to other sector
and did the same. About four i-hour runs were done each day.

Entering the evaluation, the expectation was that sector geometry as such wonii
sake little difference, because the number of aircraft simultaneously present
in each of the two sectors had been set to be about the same. This, it was
thought, especially since very extreme geometries had been chosen in tile first
instance, vould allow acceptance of the principle that sector geometry as such
made very little difference, if traffic level were controlled. Establishment
of this princip~le, it was fel1t, would simplify the decisions to be made by
future experimenters in arranging traffic samples for system evaluations.

The reduction, 'which was discussed earlier, of the 'number of mteasures to be'
examined makes the task of examining the data considerably more feasible aud
bearable than it would have been without that reduction.

The analysis used followed the experimental design and was a repeated measures
analysis of variance performed on each of the measures to be examined. These
were the four factor scores, the four primary scores, the number of aircraft
handled, and the fuel consumption model index. The data for 27 subjects were
available for use in this particular analysis.

The analysis of variance table is presented in table 24 for the ten measures
mentioned above. The major fact to note is that in all ten measures the
interaction between sector and density is statistically significant, at thle .05
level. It is plain that traffic density always is a significant factor, as was
clearly expectable. Also, in all but two of the ten measures, there is a
significant effect of sector geometry, and even these two measures approach
significance, being significant at tile .09 and .11 levels. The

Greenhouse-Geiser (see appendix C) conservative degrees of freedom, which

would not impact the interpretation of significance.

The major factor worthy of attention is the interaction which we have seen.
While this was not thle expected outcome, it can be just as useful in assisting
the planning of system tests. The interaction can be seen visually by looking
back at figure 1U. In that figure, it can be seen that for the measure sector
occupancy, for example, scores were rather similar as to location of their
distributions on our common scale for Geometry 1-Density 2 and Geometry
2-Density 3. Similar equivalence points could be empirically found for other
mqasures. This means that a way has been shown, although not fully developed,
to generate problems of equivalent, and thus interchangeable, difficulty.
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TABLE 24

ANALYSIS OF.-VARIANCE TAbLE: SECTOR AND DENSITY

Test Geometry Density Geometry by Dens.

Meavure F df P F df P F df P

Confliction Factor 5.51 1/26 .027 46.09 2/52 .00 11.65 2/52 .00

Occupancy Factor 462.28 1/26 .00 2846.90 2/52 .00 206.67 2/52 .00

Communications Fac. 89.51 1/26 .00 511.52 2/52 .00 61.02 2/52 .00

Delay Factor 39.51 1/26 .00 82.64 2/52 .00 46.41 2/52 .00

Confliction (5 ml.) 3.12 1/26 .085 82.48 2/52 .00 13.91 2/52 .00

Time Under Control 71.98 1/26 .00 1313.51 2/52 .00 71.68 2/52 .00

Duration Ground-Air 54.85 1/26 .00 503.20 2/52 .00 66.60 2/52 .00
Contacts

Total Delay Time 2.72 1/26 .11 43.26 2/52 .00 15.35 2/52 .00

No. of A/C Handled 117.25 1/26 .00 6785.20 2/52 .00 73.15 2/52 .00

Fuel.Consumption 532.62 1/26 .00 1858.60 2/52 .00 302.92 2/52 .00
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The sector-density interaction was significant in all of the measures. For
this reason, the averages for the six cells rather than for the two sectors and
t~he three densities, separately considered,* are given in table 25. For the
factor scores, the averages are given on the common scale and are given in raw
score form for the other major measures.

Table 26 presents similar information but in a different way. It presents the
percentage of varianee due to the major dimensions of the analysis of variance.
In this case, these source dimensions are sector and density, the ir
Interaction, and the individual differences due to controllers.

As to the sources of variance generation, the obvious expectation was that the
extremes of traffic density used here would generate the most difference in the
scores, with individual differences in the performance of the sample of
controllers being the next largest source, and geometry coming last. Of
course, the facts are not that simple. There is complex interaction involved,
and the results are not the same for all of the measures. It is true, for
example, that the traffic density levels used here do generate between 20 and
60 percent of the variance or more in the cases of most of the ten measures.-
About as of ten as not, however, geometry outweighs the effeact of individual
dif ferences among controllers. Again, the interaction between geometry and
density is seen to be very important, and the overall interaction is also seen
to contain a great deal of the variance.

Another approach to the disentanglement of this area was atLempted by examining
the correlations between the scores obtained on the various measures by the
individual controllers in the several circumstances. It was the thought that
the effects of sector and density could be more legitimately minimized in
planning experiments if individuals performed about the same in the several
sector-density combinations which had been tested. For example, it was thought
that the correlation would be higher between geometries at the same traffic
density level, than between traffic density levels controlled in the same
sector geometry. The data on these two types of correlation: between
geometries at a given density and between densities at a given geometry, are
presented in tables 27 and 28 respectively.

It is clear that the data again did not follow expectations: the correlations
are higher across densities for the same geometry. This might lead us to
wonder if geometry should not be considered somewhat more powerful than
indicated in the other analyses. However, there may be another explanation.
It will be remembered from the discussion of procedure that the subjects did
all of their runs on one of the geometries before shifting to the other.
Considering the finding of the other (SEM II) experiment about how the
correlation between runs decreases with their distance apart in time, it
appears possible that this correlation is due to the sequence of executing the
runs. At the time SEM I was planned, the sequence seemed the best way to run
the experiment, but it probably is responsible for this finding.

TIIerL Is a more positive aspect to this result, hiowever. This is the fact that
these correlations do exist and in some casea are fairly substantial between
the performances under different circumstances by the controllers. For example,
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TABLE 25

MEAN VALUES IN SECTOR-DENSITY COMBINATIONS

cl G2
Dl D2 D3 Dl D2 D3

Measures

Cfl. Factor 49,26 49.77 49.92 49.41 49.37 49.74

Occ. Factor 45.14 49.82 52.04 44.29 46.44 48.99

Con. Factor 47.60 50.03 51.02 47.31 48.24 49.71

Delay Factor 49.06 49.77 51.39 49.22 49.02 49.71

No. of 5-M:Confl./Hr. 1.98 8.82 11.84 4.28 4.64 10.36

Time Under Control 304.7 507.7 588.3 283.5 392.5 512.9
Mi../Hr.

Dur. A/G Com. Sec./Hr. 476.8 793.7 908.4 483.6 598.8 764.4

Total Delay Time, Sec./Hr. 141.4 658.6 2216.7 442.8 483.6 974.4

No. A/C Handled/Hr. 33.6 49.0 55.1 32.8 49.7 59.1

Fuel Consumption lb./Hr. 59,428 106,645 141,062 46,861 64,266 87,091

NOTEt Data based on 50 minute samples, reduced to hourly rate for measures.
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TABLE 26

TOE PERCENTAGE OF VARIANCE DUE TO SECTOR AND DENSITY

Persons Geometry Density Geoo. X Dens. Remaining

Keasure Interaction

Conflict Factor 7 3 20 11 59

Occupancy Factor 2 23 65 7 3

Communication Factor 8 16 57 8 11

Delay Factor 7 14 28 20 31

No. of 5-Nile Conf. 9 1 34 11 45

Time Under Control 2 11 75 5 7

Dura. C/A Contacts 17 10 53 9 11

Total Delay Time 12 2 17 11 58

No. A/C Hold 0 1 96 2 1

Fuel Consumption 1 27 69 2 1
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TABLE 27

CROSS-CONDITION CORRELATIONS: ACROSS GEOMETRY AT A GIVEN DENSITY*

D-1 D-2 D-3
G-l/G-2 C-1/G-2 G-1/G-2

Factor Scores:

Conflict Factor .20 -. 09 -. 14
Occupancy Factor .b7 .55 .65
Communication Factor .36 .39 .54

Delay Factor .04 .02 .30

Primary Hesjures:
Numbefr of Conflictions .41 .10 .14
Time Under Control .67 .58 .62
Duration of Ground-Air Com. .64 .61 .71
Total Delay Time -. 15 .01 .01

Auxilary Measures:
Number of Aircraft Handled -. 02 -. 06 .32
Fuel Consumption .59 +.54 .57

*Two run average
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TABLE 28

CROSS-CONDITION CORRELATIONS: ACROSS DENSITY AT A GIVEN GEOMETRY*

G-1
D-1/D-2 D-2/D-3 D-1/D-3

Factor Scores:
Conflict Factor -. 01 .38 .02

Occupancy Factor .69 .89 .71
Communication Factor .73 .82 .64
Delay Factor .10 .61 -. 04

Primary Measures:
Number of Conflictions .01 .40 .16
Time Under Control .87 .93 .86
Duration of Ground-Air Com. .88 .90 .81
Total Delay Time -. 17 .45 -. 18

Auxiliary Measures:
Number of Aircraft Handled .29 -. 10 -. 20
Fuel Consumption .83 .86 .83

G-2
D-1/D-2 D-2/D-3 D-1/D-3

Factor Scores:
Conflict Factor .50 .64 .34
Occupancy Factor .78 .78 .79
Communication Factor .71 .63 .49
Delay Factor .69 .44 .41

Primary Measures:
Number of Conflictions .42 .56 .21
Time Under Control .83 .87 .87
Duration of Ground-Air Com. .78 .75 .74
Total Delay Time .86 .60 .51

Auxiliary Measures:
Number of Aircraft Handled .03 .11 .28

Fuel Consumption .74 .79 .79

*Two run average
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In the. data ih table 27 it can be seen that. the correlations of the occ 'upancy
factor score from sector to sector are .67), .55 and .65 at each of the three
traffic densities, and some other correlations are of fair sizes.' In table 28,
the correlations of the performance scores between the middle 'and high density
levels of traffic are quite high, often above the 50's, for both sectors.

It appears possible that, in a. new experiment with more replicates and more
care for order effects, there would appear a consistently high correlation
between performance scores obtained in several different sector geometries and
traffic levels, thus demonstrating a general controller ability factor which-
could be considered to be -independent of specific sector geometry and traffic.
density level.

IMPLICATIONS. The implications of these data for the design of system tests
involving different sectors and traffic densities aret

1. Sector and density are, as expected, important factors in determining the
results which will occur in a given experiment, but they interact in a complex
ways The nature and extent of this interaction depends on the measures
involved. While, on the one hand, this is obviously not startling news, it
should make us aware, when reading the reports of system evaluations, that
there is no such thing as two traffic density levels which can be called
comparable in any terms if they exist in different sector geometries.

2. On the other hand, it appears possible to empirically develop pairs or sets
of particular combinations of sector and density that are of equivalent
difficulty and so are usable interchangeably in experimentation.

3. There may be a policy implication for controller trai~ning if it can be
confirmed in further experimentation along these lines that there is a
generalized controller ability factor which is measurable and carries across
sector geometries and traffic densities. The indication would be that a
greater proportion of controller training could be done in a general manner,
not bound to a particular sector geography.

STATISTICAL POWER OF REAL TIME ATC SIMULATION EXPERIMENTATION

ANALYSIS. The major purpose of these two experiments was to evaluate the
measures used in dynamic air traffic control simulation for their statistical
power. Evaluation is used here to mean determining what is necessary for

* statistically sound conclusions to be made using the data from such
experimentation.

The main determinants of statistically sound conclusions are the repeatability
of the measures and the extent of individual differences among the subjects
serving in the tests. Formulas have been developed to enable the estimation,
given the above inputs, of the power of a given kind of experimentation to
provide conclusions of a desired level of statistical dependability.
Calculations based oil the data from the two SEM evaluations have been performed
and tables prepared of the statistical power involved in air traffic control
simulation using the four factor scores, the four primary measures, the number
of aircraft handled and fuel consumption.
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It Is not appropriate in this report to go into a detailed basic orientation on
the matter of statistical hypothesis testing as it particularly applies in the
unique fieid of real-time simulation testing of air traffic control man-machine
systems for effectiveness.. In very general terms, it is important to avoid
rejecting a system which is an improvement over the present system and
accepting a system as the system of the future when it is really not an
improvement. It is a matter of dispute as to which is worse, and it varies
with the situation. Put slightly differently, if one accepts the hypothesis of
no difference between two systems and does so mistakenly, this is a beta error.
If one asserts that two systems are different, and does so mistakenly, this is
an alpha error. Appendix C gives a further explanation of these error types
and references for further reading. A major reference on this subject is the
book by Cohen (reference 9).

The power tables can be found in a separate volume, published as an adjunct to
this repo rt. Tables are given for the four factor scores and the primary
measures. The tables present data on a 1-hour unit run basis. An example of
the use of tables in planning tests appears below.

The power tables must be entered with two parameters: (1) the size of the
difference in each of the measures which is considered worthwhile detecting in
each measure as a meaningful or important difference between systems, and (2)
the alpha and beta error probabilities it is felt important to protect
against.

The tables are constructed in the case of the factor scores in terms of the
previously mentioned third scale. For developing the tables, the data for the
SE14 I and SEM II factor scores (generated using the SEM II weights) were put
on a common scale (based on the SEM II fifth time period's mean and standard
deviation) and given a mean of 500 and a standard deviation of 1. The primary
measures remained in raw score terms. It will be remembered, though, that
because of SEM I data losses, 50 minutes of data were used per run. At this
point, these raw measures' run scores were multiplied by 6/5 to bring the 50
minute data to a 1-hour equivalent for the raw scores themselves. The tables
used the data from the SEM II runs (60 minutes) for the middle density level
table. For the two other densities (very low and very high), the data from
both of the SEM I sectors were examined, and worst case values, for example,
the sector with the larger standard deviation, were used to estimate the
parameters which were used to generate the tables. A separate table is
presented for these three cases, and adjur'-ments are presented for combinations
of low, medium and high density conditions.

The tables were formulated to be specific to four statistical experimental
design (a technical term, see appendix C) types which might be expected to be
frequently applicable to system testing. Design A is a paired, or correlated t
test design, in which the same controllers are used in both systems at a given
density. Design B is a 2 x 2 repeated measures analysis of variance design in
which, for example, two types of systems are used in two sectors. Design C is
a 2 X 3 repeated measures analysis of variance design in which, for example,
three system arrangements might be used in two operational sector geometries.
Design D is a design in which the repeated measures (Lame subjects) approach is

not used, but different subjects serve in the two different system

arrangements. The four basic designs are shown in figure 14.I
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Obviously, since the tables have been assembled on the basis of the data from
the two SEll experiments reported heru which were based on single controller
sectors, the application of the tables is strictly. speaking limited to single
controller experiments. However, it is assumed that many important questions
can be attacked effectively and efficiently using only one sector, particularly
with reference to human factors and man-machine interface issues', and not with
a requirement for "a cast of thousands." This can be done if the functions
-and interactions with adjacent sectors are adequately and efficiently
represented, in a manner similar to that used in the SEll experiments.

On the other hand, it is important to point out that the power tables can also
be useful in a more limited way for planning simulation evaluations involving
multi-person teams operating a single sector and in multi-sector system
situations. In such cases, the main difference which would affect the tabled
values would probably be a larger extent of differences among multiple-person
teams (the variance), as distinguished from individual controller "teams," and
an even larger variance among multi-person. teams working in multiple sector
systems. The effect of these presumably larger variances would be that the
power of the measures would be less than that appearing in the tables, as they
are based on smaller variance parameters. And so the tables in their current
form can be used to get an optimistic estimate of the experimental power that
must be reckoned with in the planning process.

The following example is presented to illustrate the method of use of the jower
tables in planning single sector air traffic control simulation experime.,%s (as
described above).

Supposeat thperimiedler traffi desiy Fopretor the saktem of dicuso sethe
Supomtise an etpermimente trpansi tonscoypare two e system o dincuswon s heo

assmptonis made that ATC system A is the present sector arrangement or
compterfunctional role assignment and that ATC system Z is a proposal which
is laiedto reuetenumber of conflictions. The e-xperimenter establishes

the ullhypthess t betested as that the number of conflictions finally
occurring will be equal for the two systems, that is, there will be no
statistically dependable (significant) difference. (Also considered in other
hypotheses will be the effects of traffic density and of the interactions
involved.)

The experimenter will now proceed to study the following variables:

alpha: the probability of Type I error, that is the error wherein the null
hy~pothesis is rejected when in fact System A = System B.
beta: the probability of Type II error, that is the error wherein the null
hypothesis is accepted when in fact System A is different from System B. (The
power of the test is the obverse of the beta error (1- ) that is, the
probability that the null hypothesis will be correctly rejected. The tables
involve power in that they ask the planner of an experiment to choose a beta
error level appropriate to the test situation.)
delta: the minimum difference it is felt. necessary to detect in the measure
under study between the two systems.
N: the number of subjects.

Power calculations are a systematic method of analysing the trade-of fs of these
four variables. The experimenter may choose to set the acceptable chance of
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alpha and beta error at .05 and .10, respectively. Then, the major analysis in
between the minimum detectable difference required to reject the null
hypothesis and the number of experimental runs and subjects (N) required to
detect this difference between the systems.

The appropriate design for 'this example is a 2 x 2 repeated measures analysis
of variance with alpha - .05 and beta - .10. The table for this design and
these probabilities and for the confliction measure at middle density is given
as table 29. If the experimenter wishes to detect a difference between systems
of 2 or more conflictions, the number of subjects needed will depend on the

* number of hours of testing that can economically be conducted using the same
people. For example, travel and other economic considerations may come into
this decision. The determination of the tradeoff between repetitions (also
called replicates, shown between 1 and 4 hours of running in the table) and the
number of subjects (N) would be made using the table in the manner summarized
below.

If alpha- .05, beta- .10, delta- 1.9, then:

Number of Subjects

1 14
Number of 2 11
Replicates 3 10

4 10

Having made this calculation the experimenter would now know the -subject hours
and simulator hours necessary to meet his goals. The alternatives are to guess
and have either too many hours of testing or too few to meet the goals.

Figure 15 shows how the detectablity of differences varies as a function of the
number of subjects, the amount of -replication, and the error levels set for one
of the measures. This differs with the design used and with the particular
measure involved. Table 30 points out the fact that the four factor scores
differ in power and not always in direct proportion to their reliability.
Figure 16 gives the overall structure of the power tables.

IMPLICATIONS. There are some critical implications of this rather academic
discussion:

1. The estimates of power given in the tables depend on the input data from
the SEM experiments. If further work can improve the estimates of the
parameters, such as the reliability coefficients over the current values as
estimated by the SEM experiments, more economical experimentation would be
possible.

2. If some approach resembling this one is not taken, then one is lef t to fall
back on operational judgement as to what is to be the system decision taken as
the outcome of a system test, and opinions differ. An even worse alternative,
though, is experimentation wherein objective measures are duly collected but
interpreted as if they were physical data with no variability and rather
perfect repeatability. This, in fact, depends upon sheer chance. Another
alternative has happened at times which is equally painful for those involved.
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Paired t Test
FOUR AASIC DRSI•tNS 2 x 2 Repeated Meaaures ANOVA

2 x 3 Repeated Meaeure* ANOVA
Separate t Test

Confliction Factor Conflictions (5 si.)
TEN MEASIIRES Occupancy Factor Aircraft Time Under Control

Comtunlcation Factor Duration of Ground Air Com.
Delay Factor Total Delay Time

Number of Aircraft Handled
Fuel Consumption tinder

Control

Low
THREE DENSITY LEVELS Medium

High

.20
ALPHA ERROR LEVELS .10

.05

.f}L

.20
BETA ERROR LEVELS .10

.05

.01

NUMBER OF SUBJECTS 6 to 20

NUMBER OF REPLICATIONS I to 4

DELTA (DETECTABLE INCREMENT) - in respective mt'aRuires above

FIGURE 16. POWER TABLE STRUCTURE
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These are cases in which Important and expensive systems are tested, but
became* the power has not been adequately considered and thought about, the
results which seem like clear improvements are found to be not significantly
different from existing systems. This is likely if no allowance is made for
the beta error and if the alpha level selected is too stringent for this
purpose, leading to the erroneous finding of no significant difference.

AN EVALUATION OF THE INDEX OF ORDERLINESS

ANALYSIS. Frequently, new ideas for ATC: system measures are suggested. It
woud r useful to have a method for evaluating such ideas. It is suggested

here that a data baes like the SEM data can be useful for this purpose. As an
example of how that msight be done, a brief examination is made of the measure
"the index of orderliness" which had been omitted from the original list of
measures, This measure was developed by Hlalvorson at the FAA National Aviation
Facilities Center (reference 10) and has been studied in various places, but
has rarely been used in dyamic simulation studies of en route systems. It was
examined as a way to evaluate air traffic control systems by Gent at the Royal
Radar Establishment (RRE) (reference 11), and was applied in a U.S.
Transportation Systems Center study (reference 12) cited by Horowitz in
connection with his study of the ARTS III system (reference 13). The RRE
thought it was a promising measure, and the Horowitz study group found it was
highly related to time duration of the state of confliction.

As has been explained earlier, it was possible to re-score the basic data tapes
containing the records of the simulation exercises. For scheduling reasons, it
was decided to re-score only the SEN I data to obtain the index of orderliness
for that experiment's runs. To be consonant with the other data from the
simulation runs, it was necessary to develop some summary statistics to
represent the run as a whole. Three such measures were generated. The basic
form of the index of orderliness which was used and how the run scores were
composed is discussed in detail in appendix E. The basic approach was to
generate an index for each aircraft at each second of the problem, average
these for the minute, and then average these over the hour. One of the three
measures was this average, and another was the variance computed over the
minutes for the hour, and the third was developed into what was called 'the
..probablity expression of the index values." These will be referred to as "ORD
1," ORD 2," and "ORD 3."

Several criteria were used to evaluate these index of orderliness measures: the
reliability of the three indexes, their correlations with other measures which
might be expected to be similar, their correlations with the judges' ratings,
and their multiple correlations with the judges ratings. As was mentioned
above, Horowitz (reference 13) cited some work at TSC (reference 12) as
indicating that there was a strong correlation with the confliction measures,
notably the time two aircraft spent in a state of confliction, and the index of
orderliness type of measure. This finding was confirmed. Table 31 presents
the correlations for each of tife six sector-density cells between the three
versions of the index of orderliness and the four factor scores and the two
major confliction measures, the number and duration of 5-mile (separa~lon
standard) conflictions. The correlations between the first two index of
orderliness scores and two of the factor scores (confliction and occupancy) and
the confliction measures are sometimes quite high, at least in one of the two
sectors.
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TABLE 31

CORRELATIONS BETWEEN INDEX OF ORDERLINESS HEASURES

AND FACTOR SCORES AND CONFLICTION NEASURES*

Sector 14, Density 1

Ord I Ord 2 Ord 3

Confliction Factor .44 .54 -. 13
Occupancy Factor .65 .29 .20
Communication Factor .24 .09 .25
Delay Factor .03 .28 .10
No. 5 Mile Conflicts .34 .45 .12
Duration 5 Mile Conflicts .36 .42 -. 09

Sector 14, Density 2

Ord 1 Ord 2 Ord 3

Confliction Factor .79 .70 QC8
Occupancy Factor .77 .60 .19
Comunication Factor .29 .17 -. 06
Delay Factor .11 .13 .10
No. 5-Nile Conflicts .78 .73 .08
Duration 5-Nile Conflicts .77 .66 .13

Sector 14, Density 3

Ord 1 Ord 2 Ord 3

Confliction Factor .72 .78 .00
Occupancy Factor .83 .77 ,00
Communication Factor .11 .01 .00
Delay Factor -. 42 -. 28 .00
No. 5-Nile Conflicts .55 .55 .00
Duration 5-Nile Conflicts .78 .87 .00
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CORRELATVONS BETWEEN INDEX OF ORDERLINESS MEASURES

AND FACTOR SCORES AND CONFLICTION MEASURES (CONTINUED)

Sector 16, Density 1

Ord I Ord 2 Ord 3

Confliction Factor .02 .19 -. 01
Occupancy Factor .23 .11 .37
Communication Factor .12 .04 -. 09
Delay Factor -. 16 -. 08 -. 03
No. 5-Mile Conflicts -. 15 .04 -. 15
Duration 5-Mile Conflicts .05 .29 .05

Sector 16, Density 2

Ord 1 Ord 2 Ord 3

Confliction Factor .38 .63 -. 08
Occupancy Factor .30 ,19 .09
Communication Factor -. 37 -. 29 +.24
Delay Factor +.17 +.01 +.20
No. 5-Mile Conflicts .36 .58 -. 01
Duration 5-Mile Conflicts .49 .46 .21

Sector 16, Density 3

Ord 1 Ord 2 Ord 3

Confliction Factor .27 .46 .00
Occupancy Factor .52 .49 .GO
Communication Factor -. 38 -. 57 .00
Delay Factor -. 11 -. 12 .00
No. 5-Mile Conflicts .30 .43 .00
Duration 5-Mile Conflicts .33 .56 .00

* Data based on two--un aggregates; N is generally 27-31.
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'Table 32 presents the correlations among the three index of orderliness scores
for each of the six cells. The first two index of orderliness scorce (ORD 1I
and ORD 2 in the table) seem well correlatec wi.h each other, but ORD 3 seems
only occasionally related to the others.

In table 33, the run-to-run reliabilities based on the correlations between two
similar, runs are shown. The reliability coefficients are shown for the index
of orderliness variables in comparison to the four factor scores and the two
conflict measures. The first two index of orderliness measures are not better
than the other measures, and the third index of orderliness measure is somewhat
worse. The general inadequacy of 1-hour runs as to reliability has been
discussed earlier; in addition, it will be recalled that the SEM I runs were
reduced by 10 minutes to adjust for computer data losses by maximizing the
number of runs of the same length.

In table 34 are shown the relationships of these measures to the observer
ratings. These are not remarkably stronger than others, and they differ
somwhat in the two sectors.

Thus far, it is seen that the index of orderliness measures are highly
correlated with each other, highly correlated with two of the four factor
scores, and have nothing in particular to add in the way of reliabiliity. In
one final analysis, let us examine them in the light of whether they cart add
anything to our already available prediction of the Judges' ratings by the four
factor scores. These multiple R's are shown in table 35, compared to the
multiple R's found without these measures added in. The index of orderliness
measures add very little.

The fact that these new measures add very little to the prediction of the
judges' scores suggests that much of the variation these new measures carry is
already accounted for by the four factor scores. If this is true, then perhaps
the two factor scores which are most highly correlated with the indexes can,
taken together, allow us to dispense with the index scores. Using this
approach, the two factor scores for confliction and occupancy were averaged and
the resulting average was correlated with the index meeasures. These
correlations are shown in table 36.

As was just speculated, the two factor scores combined do account for a great
deal of the two main index of orderliness measures' variance in several. of the
conditions studied, but again there is a marked difference in the correlations
depending on the sector involved. This sector difference raises a question
beyond the scope of the present exploration of the index of orde-liness
measures.

IMPLICATIONS. The index of orderliness measurement type seems to have some
puzzling but interesting qualities. It is suggested that it is still worth
further examination. Its examination here was not complete. The primary
purpose of its examiiation here was to exemplify this method of using a data
base to study measures other than those that had been included in the original
study.

85



(N

0 c0o

-4

C144

-44 0

1-44

c.e

0

0 0% nO

ILP- .44(.

ý4 C4r-N 4e4 e

86w



TABLE 33

RUN-RUN* RELIABILITIES FOR INDEX OF ORDERLINESS

MEASURES, FACTOR SCORES AND CONFLICTION MEASURES

Confl. Confl.
Confl. (,c. Comm. Delay Count IDura..
Fac.Sc. .ac.Sc. Fac.Sc. Fac.Sc. (5 mi.) ORD I ORD 2 ORD 3

C.. D1 -. 03 +.44 +.68 -. 52 +.24 -. 15 +.30 +.09 -. 07

Cl D2 -. 10 +.75 +.69 -. 38 +.06 +.08 -. 05 -. 09 iOb

G1 D3 +.47 +.83 +.63 +.41 +.37 +.56 +.59 +.50 .00

G2 Dl -. 13 +.61 +.53 +.04 -. 04 +.12 -. 28 -. 32 .02

G2 D2 +.29 +.64 +.52 +.68 +.52 -. 13 +.12 +.21 .00

G2 D3 +.42 +.66 +.52 +.07 +.44 +.43 +.34 +A.7 .00

* N is generally 25-29. Data based on one 50-minute run vs. another. These
data are for comparative purposes within this table. Negative coefficients
can be taken as due to low reliability fluctuations.
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TABLE 34

CORRELATION WITH RATINGS FOR INDEX OF ORDERLINESS

MEASURES, FACTOR SCORES, AND CONFLICTION MEASURES*

Delay

Confliction Occupancy ComW. Factor Confliction
Factor Factor Factor Score Count (5 mi.)

SEM CPm SEN CPM SEl CPM SEM CPM SEM CPM

Gi DI -. 23 -. 22 +.11 +.04 +.21 +.08 -36 -. 37 -.23 -. 21

GI D2 -. 16 -. 08 -. 01 +.06 -. 23 -. 19 -. 25 -. 26 -. 29 -. 17

GI D3 -. 24 -. 25 +.18 +.01 -. 34 -. 22 -. 58 -. 52 -. 33 -. 24

G2 Dl -. 48 -. 38 +.05 -. 03 +.15 -. 05 -. 23 -. 25 -. 35 -. 23

G2 D2 -. 35 -. 31 -. 16 -. 21 +.32 +.17 -. 20 -. 21 -. 28 -. 24

C2 D3 -. 35 -. 24 +.20 +.26 +.13 +.03 -. 37 -. 43 -. 28 -. 19

Conflicts
Duration ORD 1 ORD 1 ORD 3
SEN CPH SEN CPM SEM CPH SEN CPM

Gl Dl -. 29 -. 24 +.22 +.24 +-02 +.06 +.04 +.04

G1 D2 -. 17 -. 07 -. 23 -. 11 -. 15 +.01 -. 03 +.05

G1 D3 +.04 -. 03 +.11 +.08 -. 03 +.10 .00 .00

G2 Dl -. 20 -. 19 +.l1 -. 04 -. 01 -. 06 +.07 -. 09

G2 D2 -. 15 -. 19 -. 26 -. 23 -. 34 -. 29 +.03 -. 12

"G2 D3 -. 14 .00 -. 08 +.04 -. 11 .00 .00 .00

* Data baRed on two-run aggregates; N is generally 27-31.
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TABLE 35

MULTIPLE CORRELATION TO RATINGS WITH AND

WITHOUT INDEX OF ORDERLINESS MEASURES*

R vs SEM k vs CPM N

Density One Sector 14 (Dl G1)

Factors .40 .38 31
Factors and "ORD 1 .46 .51 31
Factors and "ORD 2" .42 .43 31

Density Two Sector 14 (D2 Cl)

Factors .34 .32 30
Factors and "ORD 1" .43 .37 30
Factors and "ORD 2" .35 .32 30

Density Three Sector 14 (D3 G1)

Factors .06 .64 29
Factors and "ORD 1" .76 .66 29
Factors and "ORD 2" .77 .64 29

Density One Sector 16 (Dl G2)

Factors .52 .47 31
Factors and "ORI) 1" .53 .48 31
Factors and "ORD 2" .52 .47 31

Density Two Sector 16 (D2 G2)

Factors .50 .46 31
Factors and "ORD 1" .50 .46 31

Factors and "ORD 2" .50 .46 31

Density Three Sen.tor 16 (D3 G2)

Factors .60 .60 30
Factors and "ORD 1" .61 .60 30
Factors and "ORD 2" .60 .60 30

* Data based on two-run aggregates.
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TABLE 36

CORRlEIATOt (r) BWEEN TWO AVFJtAGED FACTOR

SCORES AND INDEX OF ORDERLINESS MEASURES*

D1 D2 D3

ORl 1 cl .67 .86 .88
C2 .23 .37 .56

ORD 2 GI .34 .71 .85
G2 .18 .33 .63

ORD 3 Cl .18 .17 .00
G2 .35 .o7 .00

* IDta balsed on two-run aggregates; N Is generally 27-31.
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RISPONSES TO POST-RUN QURSTIONNAIRES.

ANALYSIS. questionnaires were given to the subjects of the two experiments in
rdeor t obtain their opinions on the realism of the simulation, any

difficulties with the equipment, and their own opinion on the difficulty of the
task and how well they were doing.

These data ate of interest in that they provide an opportunity to examine the

topics above, but also they provide an opportunity to examine some questions
involving the relationships between these responses and other data in the
experiment.

Similar questions were asked after each run in both experiments. The first
question requested the controller to give a self-rating of the quality of the
control technique whith had been applied in the run just finished. The second
question was meant to be an inquiry into system performanee and was phrased as
a question about the controllers' estimate of the feelings of the hypothetical
pilots flying through the sector about how the system handled the traffic
during the :.un. These two questions were on 7-point scales where the fourth
box represented the average value. The third question asked for a comparison
of the traffic level in the experimental run compared to the home sector. The
fourth question asked about the realism of the simulator. These last two
questions were on 5-point scales. When the data was coded for data reduction,
numerical values were assigned to the rating scale positions. The
questionnaires used in the two experiments, which were slightly different in
phrasing although basically the same, are presented in Figures 2 to 5, in the
discussion of procedures.

Tables 37 and 38 present the basic information about the questionnaire replies
given by the average subject, for SEN I and SEM II, respectively.

In the SEN I experiment, the average controller thought technique vis better in
Geometry 2 than in Geometry 1, and better at lower densities than at higher
denstities, aithough one should hasten to add that an interaction between
sector and density is again apparent. A similar tendency is seen in the
relative ratings given to what we have called above their rating of syst- M
performance. In these two items, the coding was such that a high number means
the "goo'2 end of the scale.

The SEN I question about traffic asked for a comparison between the traffic
level in the simulation problem just completed and the difficulty in a peak
hour at the home sector when serving as the radar controller having normal team
support. Here, "much easier" was coded as a "1" in the data reduction and
"much harder" here was coded as "5." Of course, the answers varied with sector
and density. The difficulty of the highest SEM I traffic density was rated as
somewhat higher than that they faced at home at peak hours, and the middle
density as about the same, or slightly easier than, peak hour work with the
assistance of the team. There was about a half's rating point difference
between the two sectors in the middle density rating, indicating a slight
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TABLE 37

MEAN VALUES OF QUESTIONNAIRE ITCH RESPONSES SEM I

Item Call I Call 7 Cell 3 Call 4 Call 5 Cell 6
cIDl 0 I lt2 Cl 03 G2 DI G2 02 G2 D3

1. Technique (1) 4.4 3.9 3.6 4.2 4.5 4.1

2. System (1) 4.5 3.9 3.4 4.4 4.5 3.8

3. liaffic 1.7 2.8 3.4 1.7 2.4 3.3
Comparison (2)

4. Realism (2) 3.3 3.1 3.1 3.0 3.2 3.2

NOTES: (1) Rating scale I to 7
(2) Rating scale I to 5
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TABLE 38

HMEA VALUES OF QUESTIONNAIRE ITEM RESPONSES - SEN I I

It.,m Day I Day 2 Day 3

1. Technique (1) 2.4 2.8 2.9

2. System (1) 3.3 3.8 3.9

3. Traffic Comparison (2) 2.8 3.0 3.0

4. Realism Comparison (2) 3.2 3.3 3.3

NOTES: (1) Rating scale I to 7
(2) Rating scale I to 5
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feeling that geometry 2 was easier. Finally, in SRN I, the realism of the
simulation process was considered adequate. in an open-ended question about
the equipment, daily problem* with the equipment were picked up and remedied.
There were som complaints about the input devices on the radar console& being
different from those the controllers were used to in the field; this is now
being remedied in a re-design of the simulator's controller positions.

For the IBM It experiment, the phrasing of three of the four rating quest ions
was revised, although seeking similar information. In the first two questions,
about the controller's own performance and the pilots' feelings about system
performance. the wording was made more concrete, but the 7-point scales
remained. Again, the pioorer end of the scale was coded as "I" for the date
reduction and the better end as "17."1 in responding to these first two items,
the controllers generally regarded their performance in the runts about average
for themselves, and felt that the system had performed at about an average
level.

The rating item about the traffic was worded somttwhat differently in the second
experiment. -The first experiment questionnaire had asked for a comparison of
difficulty in the simulation hour exercise just completed with the difficulty
in a peak hour in the home sector with the usual support; the second experiment
items asked for a comparison. of the traffic level just run to the traffic level
which was usually encountered in the home sector, regardless of the tea
support used there. The direction of the scale and the codingt were changed; a
"I" in the second experiment's coding meant the traffic was considered heavier
in the simulation and a "S" meant the traffic was heavier at home. Neither
group of subjects expressed much difficulty with toeing these items.

On the first day, the SEN 11 traffic was rated somewhat heavier than the home
sector traffic, where teams us 'ually operate, as may be seen by the mean rating
of 2.8 for day I in table 38. it will lie remeshered that this wns
approximately the same traffic level as had appeared in SEN I's geometry 1,
density 2. There they had said it warn about equal to the home sector's peak
hour. On the second and third days, the traffic was rated at 3.0, or about the
samee as the traffic in the home sector.

.L general, despite the differences in wording in the items, it can be said
that they thought the traffic in these ext"'ýriments was at least equal to the
usual sector load in the field and somewhat higher and harder at times, as had
been intentionally arranged, as was explained earlier under the topic of
procedures and experimental design.

Turning now from the original purposes of the subject questionnaires of seeing
how the subjects felt about the experimental runs as they proceeded. and of
collecting information about equipment functioning, these data now might also
be used to shed some light on some other questions of general interest.

In a general way, we might consider that there are four kinds of data here
which might show interesting and informative relationships to one another,
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TABLE 39

CORRELAT IONS Wi"PEi'N SUBJECT QUKSTIONNAIZI Tin1S

AND OTHER DATA ITEMS

SEN I - CELL 1 Geometry (1), Density (1)
Self Ratings

Technique System Traffic-+ Realism
Comparison Comparison

Self PatIngs

Technique 1.00 0.37 0.09 0.29
System 0.37 1.00 0.06 0,74
Traffic Comparison 0.09 0.06 1.00 0.17
IRealism Comparison 0.29 0.174 0.? 1.00

Observer Ratings

SEN 0.24 0.38 -0.08 0.30
CPM 0.00 0.25 -0.12 0.17

Factors

Confliction -0.03 0.00 0.01 -0.05
Occupancy 0.31 0.44 0.32 0.38
Communications -0.10 0.17 0.11 0.09
Delay -0.05 -0.30 -0.09 -0.39

Measures

N5C 0.03 -0.04 -0.22 -0.18
A/C Time Under Ctl. 0.36 0.46 0.32 0.40
Dur. G/A Contacts -0.21 0.08 0.12 0.12
Total Delay Time 0.15 -0.16 -0.18 -0.21
# A/C Hdld -0.04 0.08 -0.09 0.25
Fuel 0.36 0.42 0.31 0.32
N3C -0.12 -0.09 0.22 0.05
# Delays -0.08 -0.31 -0.07 -0.39
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TABLE 39 (CONTINUED)

CORRELATIONS &TVIEEN SUBJECT qUCSTONIAIRE tTKNS

AND OTHER DATA ITEMS

SEN I CULL 2 Geomwtry (I)s Density (2)
Self-Ratings

Technique System Traffic Realism
Items Comparison Comparison

Self Ratings

Technique 1.00 0.58 -0.19 0.4?
System 0.58 1.00 0.26 0.79
Traffic Comparison -0.19 0.26 1.00 0.35
bealls. Comparison 3.47 0.79 0.35 1.00

Observer Ratings

SaN 0.50 u.38 -0.13 0.41
CPM 0.48 0.38 -0.18 O.39

Factors

Confliction -0.27 0.12 O.21 0.04
Occupancy -0.19 -0.04 0.24 0.06
Communicatior.s -0.20 -0.04 0.17 -0.11
Delay -0.38 -0.24 0.11 -0.13

MIeasures

N5C -0.29 0.06 0.12 -0.03
A/C Time Under Control -0.20 -0.04 0.26 0.07
Duration C/A Contacts -0.26 0.03 0.40 -0.08
Total Delay Time -0.41 0.00 0.36 0.11
# A/C Hd1d 0.04 -0.05 0.09 0.03
Fuel -0.21 -0.06 0.25 0.02
N3C -0.25 0.16 0.22 0.06
* Delays -0.17 -0.36 -U.18 -0.29
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TABLE 39 (CONTINUED)

CORRELATIONS BETWEEN SUBJECT QUESTIONNAIRE ITEMS

AND OTHER DATA ITEMS

SEM I - CELL 3 Geometry (1), Density (3)
Self Ratings

Technique System Traffic Realism
Comparison Comparison

Self Ratings

Technique 1.00 0.51 0.06 0.02
Systeku 0.51 1.00 0.16 0.43
Traffic Comparison 0.06 0.16 1.00 0.10
Realism Comparison 0.02 0.43 0.10 L.00

Observer Ratings

SEM 0.56 0.63 -0.01 0.32
CPM 0. 52 0. 59 -0.1 0 . 28

Factors

Confliction -0.27 -0.10 0.24 0.10
Occupancy 0.01 0.03 0.20 0.13
Comnunications -0.39 -0.47 -0.10 -0.05
Delay -0.37 -0.40 0.21 -0.18

Measures

N5C -0.24 -0.03 0.11 0.02
A/C Time Under Ctl. -0.02 0.01 0.18 0.18
Dur. G/A Contacts -0.27 -0.38 0.30 -0.13
Total Delay Time -0.35 -0.31 0.21 0.01
# A/C Hdld 0.29 0.24 0.08 -0.01
Fuel -0.05 -0.01 0.14 0.07
N3C -0.38 -0.20 0.16 0.06
# Delays -0.36 -0.47 0.18 -0.39
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TABLE 39 (CONTINUED)

CORRELATIONS BETWEEN SUBJECT QUESTIONNAIRE ITEMS
AND OTHER DATA ITEMS

-> SIN I - CELL 4 Geometry (2), Density (1)
Self Ratings

Technique System Traffic Realism
Comparison Comparison

Self Ratings

Technique 1.00 0.41 -0.38 0.11
System 0.41 1.00 -0.04 0.24
Traffic Comparison -0.38 -0.04 1.00 0.01
Realism Comparison 0.11 0.24 0.01 1.00

Observer Ratings

SEN 0.14 0.05 -0.36 -0.01
CP4 0.21 0.21 -0.44 0.12

Factors

Confliction -0.21 -0.11 0.28 -0.19
Occupancy 0.05 0.25 0.12 0.33
Cotmnunications -0.23 -0.04 0.12 0.31
Delay -0.05 0.03 0.10 -0.45

Measures

N5C -0.19 -0.12 0.23 -0.16
A/C Time Under Ctl. 0.02 0.23 0.07 0.31
Dur. G/A Contacts -0.20 -0.10 0.04 0.29
Total Delay Time 0.16 0.27 0.12 -0.10
# A/C Hdld -0.06 0.28 0.23 0.43
Fuel -0.01 0.22 0.10 0.19
N3C -0.11 -0.15 0.24 -0.14
# Delays -0.22 -0.20 0.02 -0.53
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TABLE 39 (CONTINUED)

CORRELATIONS BETWEEN SUBJECT QUESTIONNAIRE ITEMS
"ANiD OTER DATA ITEMS

SEM - CELL 5 Geometry (2), Density (2)
Self Ratings

* Technique System Traffic Realism
Comparison Comparison

Self Ratings

Technique 1.00 0.47 -0.09 .0.10

System 0.47 1.00 0.01 0.42
Traffic Comparison -0.09 0.01 1.00 -0.08
Realism Comparison 0.10 0.42 -0.08 ,. 1.00

Observer Ratings

SEN -0.19 -0.13 -0.12 -0.0.
CPM -0.10 -0.03 -0.37 0.06

Factors

Confliction -0.15 -0.06 0.20 -0.35
Occupancy -0.11 -0.00 0.31 0.26
Communications -0.09 0.11 0.24 0.18
Delay -0.04 -0.03 -0.13 0.16

Measures

N5C -0. )4 0.02 0.13 -0.33

A/C Time Under Ctl. -0.14 -0.01 0.30 0.28
Dur. G/A Contacts -0.07 -0.12 0.11 -0.04
Total Delay Time -0.06 0.08 0.02 0.23

# A/C Hdld 0.33 0.11 0.02 -0.17
Fuel -0.22 -0.01 0.32 0.26

N3C -0.22 -0.18 0.20 -0.20
# Delays -0.04 -0.23 -0.31 -0.09
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TABLE 39 (CONTINUED)

CORRELATIONS BETWEEN SUBJECT QUESTIONNAIRE ITEMS

AND OTHER DATA ITEMS

SEM.I - CELL 6 Ceometry (2), Density (3)
Self Ratings

Technique System Traffic Realism
Comparison Comparison

Self Ratings

Technique 1.UO 0.57 -0.16 0.07
System 0.57 1.00 0.05 0.25
Traffic Comparison -0.16 0.05 1.00 -0.09
Realism Comparison 0.07 0.25 -0.09 1.00

Observer Ratings

SEM 0.58 0.51 -0.20 0.20
CPM 0.56 0.46 -0.26 0.13

Factors

Confliction -0.43 -0.21 0.16 -0.49
Occupancy 0.07 0.25 0.09 -0.02
Communications 0.05 0.03 0.05 0.25
Delay -0.12 -0.30 -0.21 -0.17

Measures

NSC -0.43 -0.24 0.19 -0.51
A/C Time Under Ctl. 0.02 0.18 0.09 -0.06
Dur. C/A Contacts -0.06 -0.01 0.09 0.14
Total Delay Time -0.09 -0.11 -0.05 -0.02
# A/C Hdid 0.12 0.24 0.17 0.12

Fuel 0.00 0.20 0.05 -0.05
N3C -0.51 -0.23 0.18 -0.41
# Delays -0.11 -0.36 -0.29 -0.24
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. omitting the rating on the simulation realism. The four kinds of data are:

i a. Performance; Own opinion (subject)
b. Performance; Judge's opinion

V71 .c. Performance; Measured
d. Workload felt by subject (traffic level reply)

If this were merely a set of variables being interrorrelated, there would bei•'bu tth otora or moreprorac
ten possible inter-relationships here; but re performance
measures, depending on whether only the four' factor scores or some others are
used, there would be a considerably larger number of correlations. For this

Fy reason, the number of measures of each type will be restricted.

. In SUM I, one such intercorrelation table was done for each cell
(sector-density combination). In SEH II, one intercorrelation table was done
for each day. The SEH II day data should be more Informative since it is based
on twice as many runs (four per day as compared to two per cellf'fn SEim I).
These tables appear as table 39 for the six SEM I sector-density cells and as
table 40 for the three SEM II days.

Possibly the best way to approach this is by means of a series of single simple
questions, all of which apply to both SIM I and It. Some qiestions of interest
are:

a. Wnat is the relationship between self-judged performance and other-judged
(by observers) performance?

b. What is the relationship between self-judged performance and objectively
measured performance?

c. What Is the relationship between self-judged performance and self-Judged
workload?

d. 1hat is the relationship between other-judged (by observers) performance
and objectively measured performance?

e. What is the relationship between other-judged (by observers) performance
and self-judged workload?

f. What is the relationship between self-judged workload and objectively
measured performance?

Let us now examine these questions in an exploratory way, mainly to suggest
hypotheses for other experimenters. The number of cases used for the
correlations for the SEM I data is usually 29 to 31; and in the SUM II data,
39. The correlation value tabled as statistically significant (See appendix 3
for explanation) at the .05 level for 29 cases is approximately .37, for 39
cases is approximately .30.; only correlations above .30 will be looked at
here.

The first question is: What is the relationship between self-judged performance
and other-judged performance?
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TABLE 40

CORRELATIONS BETWEE SUBJE1CT QUESTIONNAIRE ITEMS
AND OTHER DATA ITEMS

SEN II - DAY 1 Geometry (1), Density (2)
Self Ratings

Technique System Traffic Realism
Comparison Comparison

Self Ratings

Technique 1.00 0.44 0.18 0.35
System 0.44 1.00 0.35 0.10
Traffic Comparison 0.18 0.35 1.00 -0.12
Realism Comparison 0.35 0.10 -0.12 1.00

Observer Ratings

SEX 0.20 0.47 0.29 -0.22
CPM 0.12 0.37 0.24 -0.23

Factors

Confliction -0.28 -0.10 -0.18 -0.11
Occupancy -0.08 -0.07 -0.15 0.12
Cowmunicat ions 0.13 -0.24 0.00 0.24
Delay -0.28 -0.53 -0.22 0.11

Measures

N5C -0.30 -0.22 -0.23 -0.12
A/C Time Under Ctl. -0.08 -0.10 -0.16 0.10
Dur. G/A Contacts 0.06 -0.19 0.06 0.22
Total Delay Time -0.25 -0.48 -0.23 0.14
# A/C Hdld 0.28 0.47 0.18 -0.14
Fuel -0.11 -0.05 -0.20 0.02
N3C -0.21 -0.10 -0.20 0.02
# Delays -0.30 -0.58 -0.21 0.05
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TABLE 40 (CONTINUED)

CORRULATIONS ARMTEW QUISTIONVAIRE ITEMS AND OTHER DATA ITEMS
SEM II

SEM It - DAY 2 Geometry (1), Density (2)
Self Ratings

Technique System Traffic Realism
Comparison Comparison

Self Ratings

Technique 1.00 0.36 -0.05 .0.4 ':.
System 0.36 1.00 0.16 0.34
Traffic Comparison -0.05 0.16 1.00 -0.04
Realism Comparison 0.48 0.34 -0.04 1.00

Observer Ratings

SEM 0.18 0.20 0.29 0.04
CPM 0.10 0.18 0.33 0.13

Factors

Confliction -0.13 -0.08 -0.12 -0.13
Occupancy -0.23 -0.44 -0.43 0.19
Communications 0.01 -0.16 -0.29 0.16
Delay 0.07 -0.10 -0.24 0.35

Measures

N5C -0.09 -0.10 0.05 -0.08
A/C Time Under Ctl. -0.16 -0.40 -0.45 -0.09
Dur. G/A Contacts 0.05 -0.11 -0.28 0.10
Total Delay Time 0.17 -0.02 -0.27 -0.25
# A/C Hdld 0.10 0.25 0.32 0.22
Fuel -0.29 -0.39 -0.25 -0.35
N3C -0.16 -0.15 -0.26 -0.15
# Delays -0.04 -0.16 -0.17 -0.38
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TABLE 40 (CONTINUED)

CORRELATIONS REMTEN QUESTIONNAIRE ITEMS AND OTHER DATA ITEMS
Sam 11

SIN It - DAY 3 Geometry (1), Density (2)
Self Ratings

Technique System Traffic Realism
Comparison Comparison

Self Ratings

Technique 1.00 0.42 -0.32 0.34
System 0.42 1.00 -0.10 0.56
Traffic Comparison -0.32 -0.10 1.00 -0.02
Realism Comparison o.34 0.56 -0.02 1.00

Observer Ratings

SEN -0.G! 0.10 0.28 0.07
CPIM 0.04 0.10 0.28 0.03

Factors

Confliction -0.25 -0.20 0.01 -0.23
Occupancy 0.21 -0.02 -0.44 -0.11
Communications 0.20 -0.05 -0.41 0.20
Delay -0.02 -0.15 -0.11 -0.20

Measures

N5C -0.17 -0.26 0.04 -0.30
A/C Time Under Ctl. 0.24 -0.00 -0.45 -0.12
Dur. G/A Contacts 0.18 -0.04 -0.34 0.15
Total Delay Time -0.06 -0.06 -0.05 -0.19
# A/C Hdid -0.04 -0.30 -0.03 -0.16
Fuel 0.10 0.14 -0.38 -0.15
N3C -0.13 -0.15 0.08 -0.14
# Delays 0.00 -0.17 -0.12 -0.19
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If we consider the answer to this question to be obtainable from the
relationship between the self-rating questions on technique and systems
performance, on the one hand, and the observers' two ratings on the other, we
tan attempt an answer. The correlations between these subjecti" ratings by
the observer and by the observed are sometimes encouraging, ilst fluctuate
rather widely with the conditions, or are perhaps simply fluleuating on a
sampling basis.

In the SEW I experiment, there is evidence of the expectable re.tionship, at
least at the middle and high density levels, although somewhat mQklt clearly in
one sector rather than the other. In the middle density of Geo try I, for
example, there are corr.tblions of .50 and .48 between the SAM ato CPIH ratings
by the judges and the self-ratings of technique. Also, there are two positive
correlations of .38 of the two observer ratings with the self-rattag of system
performance. Similar level correlations appear in two other ce'lls, such as
Geometry 1, Density 3, and Geometry 2, Density 3, and oki Day I in SEM 1I for
the system rating only.

The second question is. What is the relationship between self-judged
performance and object-ively measured performance?

Let us consider this question by examining the four factor scores and the
self-ratings of technique and system performance. It is to be expected that
these relationships will be negative, since a high self-rating should reflect a
low number of conflictions, i.e., the scales run in opposite directions. In
most cases, the correlations are indeed negative in sign. However, there are
only a few correlations above .30. The primary and auxiltary raw score
measures follow the factor scores in this, as usual.

The third question is: What is the relationship between self-judged
performance and self-judged workload?

To answer this question, an examination was made of the correlation between the
subject's rating of own technique and ',Jte rati:ag of the traffic level faced.
There are a few high correlations, but there seems to be no consistent pattern
although there is a tendency to rate technique lower when the traffic seems
heavier. It should be remembered that high number ratings in SIM I meant the
subject felt the traffic was heavier in the simulation than at home, but in SEM
"II this scale was numerically reversed and a low coding number meant. higher
traffic.

The fourth question is: What is the relationship between other-judged (by
observers) performance and objectively measured performance?

This one has alree.y been answered at length in a previous section devoted to
the subject. There it was found, at least when multiple correlations were
used, that the relationships between objective scores and rated controller
ability were substantial. Here, however, let tis pause further over this
question to simply illustrate a more graphic approach to the question of the
relationhip between performance scores and controller ability, which might be
examined further in the future.
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Using SIX It day-level data, the controller judgea' ratings for controller
perfomanoce were arranged from lowest to highest. The four factor scores
"associated with those ratings were assembled into profiles for each individual,
which whs possible because they were on the "se scale, as wea discussed in the
earlier discussion of both experiments' data having been put oa the "third"
scale, In figure 17, it could be said that it appears that the high
performance controllers and the lower performance controllers may show
different types of 1' ofiles. This constitutes a suggestion for further
examination; much further work might be done in the realm of cluster analysis
and profile analysis to explore such questions as the number of unique
controller profiles of performance there might be,

The fifth question is: What is the relationship between other-judged (by
observers) performance and self-judged workload?

In examining the SIN I correlations between the traffic question and the two
obsevers' ratings, a few correlations in the negative thirties appear, -. 36 and
-. 44 in the case of Geometry 2, Density 1, and -. 37 in Geometry 2, Density 2.
Apparently those who are functioning well in the opinion of the judges, at
least, feel that the workload is lighter than others do. In the "se data for
the day level in SZM It, the correlations are close to thirty, but chey are
positive. This is probably a manifestation of the same phenomenon; the change
in sign is understandable in that it may be remembered that the SM IT rAting
scale of traffic ran in the opposite direction from the SEN I rating scale.

The sixth question is similar to the fifth and is the following- What is the
relatlonship between self-judged workload and objectively measured
performance?

While there a-e not maty correlationn over .30 here, their directionality is
appropziate. In OEN T if the controller felt that the traffic was heavy it
would receive a higher numerical rating. In heavy traffic, most of the
performance scares wuuld naturally get higher (like delays). Therefore,
positive correlations between the traffic ratings dnd the performance scores
would be expected in the SEM I data, and this is generally the case. Because
the SEM 11 scale on traffic ran in the opposite direction, essentially from
"lighter Lere" coded as "1" to "heavier here" coded as "5," the SEN It
correlaticns on this point would be expected to be opposite in sign and they
usually are.

Finally, a word shoul 1,e added here about n.n interesting relationship with the
realism rating which was omitted from the earlier main discussion. There were
some case. of positive correlations, some fairly high, between the subject's
opinion of the realism of the simulation and the opinion held on the goodness
of own-technique and system performance.
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INPLI_. TtONS. The implications are:

1. The subjects felt that they did an average job, were not disturbed by any
lack of realism, and felt that the traffic samples were tough; equal to "peak
hour" with a full sector team helping them. The main purpose of this
questionnaire, as has been said. was to check on daily experience, equipment
functioning, and so on, and this purpose wea fulfilled.

I. The data were adapted to make some explorations into the relationships
between workload and performance, even though not ideally suited for the
purpose. About all that can be said here to that such relationships, if they
exist, ore weak and situation-dependent.
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DISCUSS ION

There is no question as to whether real-time air traffic control system
simulation will be used in the future. It seems an~ emnently worthwhile,
albeit expensive, thing to do. Although people feel that they get infatmation
out of it about air traf fic control system problems and issues, the real
question is whether they got Information or misinformation.

Here enters a true philosophical Issue. Are impressions Information? If
someone watches a controller use a proposed system. and thinks It functions
better than the current system in use. io that information? If the controller
is askled for an opinion and gives It, is that Information? Suppose that the
traffic nix or level or procedures are somewhat different from those which the
controller or the observer are used to. Are their iu'"rss ione dependable
enough to base huge expenditures for new systems on them? Suppose the designer
of the. new system is giving his observation, is that Information?

These are the kinds -of considerations that make objective measurement and
statistical techniques desirable. It is because grave error* can be caused by
subjectivity In interpreting what is seen, and sometimes even In Interpreting
what has been genuinely measured, as, for example, when the hypothesis about
what measures shall be considered Important has not been stated In advance.
However, measurement of the joint performance of human and machinery in
accomplishing the mission of an information processing and decision making
system is not a simple task. To develop methods and measures for such a
purpose Is a difficult, time consuming and risky effort. It must be remembered
that the performance under study is not rote or mechanical but very dynamic.
The thing to be surprised about is not that the measurement protess may be
discouraging. but that there is anything encouraging about it at all.

There may, in fact, be a middle ground possible between sheer impressionism and
strict empiricism. This might consist of carefully controlled and administered
observation and rating forms beilng given to trained, Impartial and fresh
observers. But even this would be In need of an evaluation and refinement
process.

The worst case of all, though, is the one that appears to be more frequent and
customary than even those who engage in it acknowledge. Simply stated, these
are studies in which the Investigators, in all good faith, use objective
measurements that can be obtained from a simulator apparently w.ithout realizing
that such measures, even though numerical, are behavior and performance
measures and have a wide band of error around them.

on the other hand, only the most crucial system evaluations. perhaps, need to
be conducted using strict Inferential rules. There are times, as Stammers and
Bird (reference 14) say, using the Sinaiko and Belden term (reference 15), when
the proper thing to do is the "Indelicate experiment." The work by Staminers
and Bird concerned a data transfer and display system for airport controllers
and was carried out for the Royal Radar Establishment. It is a fine example of
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oath an effort. Another type of brief and uncomplicated simulation being a
good Idea is when it to done for Lhe purpose of explortin concepts as pert of a
long continuing examination. What appears to be an "xample of this to the work
of Tobia and O'Brien on RMAV (area navigation) for NASA (referes"e 16).

In working on evaluating human factors aspects of computer aiding for air
traffic controllers, Whittield, Bell and Ord (reference 17) achieved a pod
Integration of the best features of the 'Indelicate" experiment and the more
traditional experiment.

The topics of methods and measuremonts in the air traffic control system have
been discussed at length by .lnpkin (references 18 and 19) and the general topic
of systems expertmentation Involving performance measurement has been discussed
in a book by Persons (reference 20).

While admitting that various degrees of indelicacy may be permisaibla depending
on the circumstances, it is still important to pursue the ideals of classic
experimentation where possible and appropriate. That being the case, let us
review some of the "lessons learned", which might be of use in pursuing both
the delicate and indelicate experiment.

The first and vost important lesson was also and first pointed out by Horowitz
(reference 13), and it is to consider the beta error. As Horovitz pointed out,
people in medicine and medical research do this all the time and people in
other practical fields should do so too. What he had encountered was the
tendency in some statistically minded people to set the level of the alpha
error they will accept at the traditional .05 level. and to ignore the beta
error. Kspecially with difficult data such as is found in dynamic simulations,
this leads to frequent. if not continual, failure to reject the nill
hypothesis. In a practical sense, that sort of uncritical application of
statistical techniques could lead to the rejection of many fine system
concepts. This is what Horowitz rightly pointed out.

The data from these exreriments and the power tables based on them can reduet
the likelihood of that kind of error by asking that the levels of alpha and
beta that will be used and the amount of difference it is sought to detect be
specified in advance. It is possible to compensate For the lack of statistical
robustness in the measurem•ent process by choosing moderate levels of these
parameters.

A second major lesson learned is the importance of the practice and
familiarization factors in system experiments and evaluations. The learning
curves sought and found in the SEX It experiment were q-ite dramatic. For this
reason, careful thought must be given to practice effects and hence sequence
effects in the design of such experiments. However, it should be of some
assistance to know how long these effects last, as indicated by tne curves.

Related to the question of the statistical power of simulation data, is the
question of the reliability (releattability) of such data. While one can
compensate for such unreliabtilty as was found here, it was found to be lower
than expected based on the only other experiment having such data. It was, in
fact, expected to be some amount higher since now the data was being collected
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by computer Instead of by paper and pencil. This'did not turn out to be the
case. While the reliability was not totally discouraging, due to the fact that
it can be compensated for by means of considering the setting of the alpha and
beta. levels actually needed and by data aggregation, it is puzzling. This is a
topic which deserves some careful work and thought. The lesson to be learned
here is that new ideas for system measures should be sought out on a continuing
basis.

This same unreliability should caution those who wish to run simulations to the
effect *that if a single seettor system, is comparatively unreliable, then a
multi-sector simulation's data acre almost certainly much more unreliable,
because of the additional sources of variance introduced. While the
reliability and power calculations made here do not apply to multi-sector
simulations, they can be regarded as an optimistic estimate of what would occur
in a larger simulation.

While on the subject of the single-sector, single-controller system, it did, of
course, include simulated conversation and coordination with adjacent sectors
and even terminal areas, and, while we obtained no evidence on this topic
beyond the subject controllers' ratings of simulation realism, it seemed quite
satisfactory as a method for simulating the essence of the controller's job.
it would seem to recommend itself as a rather economical way of studying many
man/machine interf ace problems or plans, and even as a way to evaluate
individual controller training progress.

Another lesson learned here was that we only need to analyze a comparatively
small number of measures: the four factor scores, the four primary measures,
and the two additional auxiliary scores. This makes an enormot s difference in
the sheer feasibility of data handling chores and interpreting this kind of
data. This set of scores should be accepted as an operating base for all
enroute simulations, at least until something better comes along, and
programmed into the simulation data collection system. A bonus f rom this
practice would be that after some time all ATC system simulations would be
interpretable in common data distribution terms.

Excessive reliance on ratings by judges is not recommended even though the
judges here performed with some reliability. It must be remembered that they
were carefully and deeply trained, and were constantly observing the same
exercises.

Another lesson which should be learned is that there is available a way to
accumulate a set of traffic problems which are extremely different, thus
reducing practice effects, but which can be shown to be of a comparable level
of difficulty. The interaction between sector geometry and traffic density
could be used to generate a library of traffic samples whose level of
difficulty, as indicated by score distributions obtained in small experiments,
could be considered interchangeable. Another way of handling the traffic
sample "same. but different" requirement was also demonstrated here, the
shuffling of start times in the same level-profile trafffic sample.



, 7 The main lesson to be learned from the experience with the index of orderliness
Vas not a clear-cut lesson about that index, which did not emerge,, but,
nonetheless, a demonstration that, glien a data base like that used here, many
Investigations about different and novel measures might be conducted.

A major question which arises is that of whether there is additional work in
this area which should be done. There are at least three study efforts which
should be undertaken, and it should be pointed out at the outset that
accomplishing them will be considerably easier because of thrit which has been
done so far since, in subsequent investigations, even of methodology, the power
estimates which are available will enable careful planning of the required size
of the experiments which are to be conducted.

The first and most obvious follow-on work would involve continuing to work with
the available data bases from these experiments in order to seek for refined
measures. It should be remembered that the focus in this ef fort so far was
evaluative, not developmental. As a next step, various ideas for novel
measures could be computed in these data bases and their relationships to one
another and to the standard measures already present could be examined.

The second step would be to extend the method to a multiple-controller sector
team and to a multi-sector system of reasonable size, say three sectors. The
goal here would be the comparatively simple one of determining the change in
variance, power and reliability which would be caused by working with these
more complex system spaces. This would probably be desirable to do even
though, on the one hand, it would be hoped that the need people feel for
duplicating complex system spaces. in simulation would be diminishing, and, on
the other hand, that the present power estimates could be used as
approximations (albeit optimistic ones for large systems).

The third possible direction would be to make a start into the study of
terminal area simulation methodology and measurements. A beginning on this had
been made, but has since been postponed. In basic outline,) the approach that
had been tentatively decided upon was as follows. First, there was to be an
assembly of the customary classic measures for terminal area air traffic
control system functioning. Next, these measures would be administered at
three levels of traffic density and with several replications to a large number
of control "teams." The first attempt would be to try to reduce the number of
measures by searching for the basic dimen~sions of measurement, and having found
those, to examine the data to estimate the parameters needed to plan
experiments of desired levels of statistical power for system evaluations.

However, the terminal area air traffic control system is nowhere near as simple
as the en route system. It is easy and clearly legitimate to represent the
en route system in microcosm; but the terminal system does not readily lend
itself to such simplification. The terminal team is composed of several
individuals working not on the same airspace but on different parts of the
airspace. While the smallest en route team groups around one radar picture,
the smallest terminal team might consist of an arrival controller, a departure
controller, and a local controller and ground controller. While ground and
local control have rarely been simulated, they could be by use of some
simplifying assumptioiis and rough presentations. Specifically, it would
probably not be too unrealistic to use the simulator to show the airport
surface as if on radar for the purpose of running a complete simulation. Doing
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such a simulation was considered. Also considered was running, with the same
people, a terminal area simulation In which one controller was looking at the
-entire terminal area and performing the total control function alone, at a
much reduced level of traffic, of course' . One major purpose would be to
determine if the same measures were statistically important in both team -and
microcosm (single controller) terminal simulations. Another purpose would be to
determine if, when similar conditions (systems, geometries, etc.) were compared
in team and microcosm simulations, similar outcomes resulted. This wouldirender
many terminal area issues investigatable by simulation which are nov almost
prohibitive in the am'ount of effort required to accomplish them. Progress was
made in developing the list of measures which was to be evaluated and It Is
presented as Appendix F for the use of those who might be engaged in terminal
area simulation work.

There is one last comment it seems important to make about possible future
research that this experience has suggested. This., briefly, has to do with the
application of the methodology developed-here to a related field, as a training
progress criterion measure device for the individual controller. 'Whi le , as
said earlier, the reliability needs considerable improvement for such a
purpose, such improvement does not seem impossible.
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CONCLUSIONS

These experiments provided a statistical and methodological baseline for
quantitative system assessment using real-time air traffic control simulation
testing. In particular, the following conclusione have been reached:

1. The en route measure -set as presently constituted forms recognizable
operationally meaningful clusters of measures. These are conflP'7tion,
occupancy, communication and delay.

2. The four factor measures produce as valid an assessment of system
performance as do the original many raw measures.

3. The acquisition of stable data requires six hours of preliminary
familiarization and training in the experimental environment.

4. The same four factors were tried in another experiment with another sector
geometry, two additional traffic densities, and a different group of
controllers, the factors still held up as being adequate basic dimensions of
measurement.

5. System evaluation using real-time ATC simulation in an objective manner is
only possible in a technically sound way if account is taken in planning
experiments of the relatively low statistical power of the measurement which
can be accomplished in the dynamic exercises. Tables of the statistical power
of the basic factor scores have been assembled based on the data here collected
and analyzed. Failure to assure adequate power will in most system evaluations
lead to the rejection of actually promising system ideas.

It is to be emphasized that the above conclusions were reached during tests
where one person, serving as the radar con~troller for the sector, was
responsible for all the traffic in the sector. Also, the traffic density was
held at a relatively constant level throughout a given session. However,
adequate provision for the exercise of adjacent sector coordination was
included, and some of the assistant controller duties were pre-performed. It
seems certain that the "one-person team" procedure would not have affected the
basic dimensions of measurement found for system effectiveness; although the
estimates of inte~r-team variation which entered into the power calculations
might possibly have been affected.
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APPENDIX A

LIST OF SYSTD(4 EFFCTIVENESS mEASUuRzMNTS AND DEFINITIONS:

SEN EXPERIMENT I



M. "wO? 8 SeiuMe3yas (A)

A emat of the nUei" of LSISOe tW0 sifttt 0IelaIc the ee"auntimO

alb••me. of 950 feet vertically sad 4 alaiI hortlmstaLly.

"Sam as abovel with Sll*) *lm~ eaa~nalwae

3.' TOT Spacing Analysts (C)

K $me as abow with 3 alle het aetial separeatio allowance.

4. Numbet of Start Delaye

A count of the aimtee of isaetees san aircraft entered the system at a

time greater than Its scheduled time (plus two atuates).

S. Start Delay Tame

The duaatiue of the setart delays (CISIeSS 4).

6. Number of Sold and Tur Delays

A count of the nmbot eof holding delays plum a count of the number of tues

deleys lasting core then 1O aeconds.

7. sold snd Turn Delay Time

The duration of the hold and turn delays (Measurt 6).

S. ,umber of Arrival Delays

A count of those start delays of arriving aircraft.

9. Arrival Delay Time

The duration of arrival delays.
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10. Numer of Departurwe Delays

A eOMMt Of the"stmart 40,14" Of depetIMI aifeceft.

11. Depeute WAYaT1 A

The dMaetIm of departnue de4ay4

12. TIme Is •ystem

The amabor of active aircraft cantrolled by the subject. •ncremmted

each secoad that control oe oertciaed.

13. number Air•• ft Readled

Total anumbe of airaft tnder subject's cqotrol.

i1. mPuwse: of Completed Flights

The m~ber of flights teumJoated by a handeff.

13. •umber of Arrivls Achieved

A count of onroate teaffic transferred to the temlatation frequency.

16. lumber of Departures Achieved

A count of active departures.

17. Arrival Altitudes not Attained

A count of entroute arrivals not trensferred to the termi•aton frequency

at an altitude greater than was predeateraned, plus 100 feet.

18. Departure Altitudes not Attained

A count of enroute departures not transferred to the termination controller

a: an altitude less than vas predeterained minus 100 feet.

19. Mumber of Contacts

A count of ground to air microphone contacts.
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The dmaueom a1 stoqd to air einteats (NeeeMrs 19).

21 bmv of #tt~ude Owape

A -'s of quot =a"$"e to &law alvemi: altsiumd.

n. ftw"T of on"" a m"~

A meeit of pilot moaoss to ohms.m beadiaG.

23. Imbeto of $Pend Oaks"a

A coat of pilot uoooags to xev" ircrAboaft G""e.

24. fts"he of vendetta

The wmbere of acbmawleiged hueist t to the subject.

25. Umiodff Delay TUN

The t~ime betue a hamioff eMd the subject's a osoptaucs of that aircraft.

26. Roe-den:.

A oem: of beaooe identity nKaeots.
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APPENDIX I

LIST OF SYSTYW EFIFCTIVENSS MIASUIRIMNTS AND DRSINITION8:

S9H EXPERIMENT II



4Lea below is a list o 0e4acaes wsed in this 0peritummt Vith det#aLsatie and

Cin6tuty. I IGetetlly e~os Lt .1 met einsASer with theit tOapeetiwe

dusation. All 4tavtties "east"e awe an ilk smia.

Vale$s rated to the ternvy, all ase"%"e at keyed to the foilveoew rale to

determiee it en aitett to uider the tesmt of the aubjeet,

Am aei¢raft is under coetre Li it to withia the asetos boandarvy r me the

heqeemm7 of the subject.

Ibmt La to say. tn order fi as airetraft sot to be under eeatrol it mut be both

outside the seteor aid off the aubject's frequency. ikes under control,

aircraft to considered the subjea's reseposibility a7 all te nate relative to

that aircraft are charged to the subject.

DA - 01 Member of Path Chanqes (PTUD)

The umber of altitude, heading. and apte" cha•ge message* sent to aircraft

undert control.

DA- 02 4ombor of lArrier Delays (USIOMLD)

The umber of instance* & subject asks that &lI entering traffic be heltod.

DA - 03 Duration of Iarier Delays (SO•DAD)

The cumulative time that barrier 4elays remain in effect. The beginning of a

barris- delay is referred to as a STOP message and its teraination as a START

'% fA ?N'trt~r o~f St'ýrt N~las to Aircraft (tISTADLO)

&'he nne*r if inttAnczs that an aircraft yas scheduled ta eater the problem whilh

a STOP .ssac- was in effect.
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mee tt IM 0 d 1a206 Ussaqme asa *sew without gap strt delays senmlatiag.

( 1W oe toegamm, W sfiesaft wave ehmiwled to eaets daie8 theis°iutowel.)

0 - @3 beetioe of Itet 0oe0y1 to Aiseraft (IUtAD)

The emalative dwatail. of start delays. For sooh affected atreraft, Onh start

delay equml. tie d11fferenee betime its scheduled stwM time d the tim a $UK

ee to iseteed.

*ea traffic is stomed Sid theet restarted all airraft kM their proble entrs

tim adiveted to kmh the original spottig intest.

04 - 06 *Nmher of Sid and Turn bakaoy to Aircraft (NUMO)

The umber of ofteetems that aircraft are put late a beld or a tire leatha me"t

that 100 saoidse. Thisi toe osod aircraft under coeltial.

ft - 07 Outatat of V old aud Turn Oelaye to Airctaft (TNITLD)

The wmaletive tim of hbel and tr delays.

Note that hold and turn delays occur only within the sector, aid that turn delays

are counted only after 100 seconds. Thie is to allow course chaesqp to be counted

as such.

DA - Os Wmber of Msadoffs Accepted (NUPWAD)

The mmber of aircraft handed off and aeeopted by the subject controller.

DA - 09 Hlar4of Acceptavnce Delay Time (URWVXLO)

The cumulative tisum betaeen a hanmdoe and the acceptance of that aircraft by the

subject.

DA - 10 Number of Contacts (Ground to Air) (NOCTCID)

Thv. nurbr if -i.cs r-izaptione tranrtission is made by the subject.
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M It erattes of Osaeut (OesWd te Air) (UUUU)

nhe etuilatve tiue of around to air teetaete.

U- it Total Belayi (bold 4 r * start) (ISMiW)

-06). (MA- 06)

9A - 13 Total Delay Tim (TU0 D)

(&- 05) * (U - 01)

U - 01 Momber of aircraoft Needled (MnMcD)

he mumber of aircraft that are accepted oato the suabjeet frequesay, at enter tie

*olter. (see Ceettol hRle above.)

S - 02 Airtraft Tis UWde Control (ACTOC 0)

The m t of tuen aircraft are under centrea, awad fer all aircraft handled.

n - 03 Average Aircraft Time Under Caotrol (ACTCAD)

(n - 02) divided by (09 - 01)

OB - 04 Targ•t Spacing Analysts - A (ISA A40)

The mumber of instances that aircraft violate the separatiso standard of 4 sit*o

heriaental spacing and 950 feet vertica spacing. At leastee of the aircraft

involved mast be under control (see Control bate above).

The measure is also referred to as 4 aile conflicts.

Do - 0S Target Spacing Analysis - I (TSA $50)

Same as above with S mile horigontal separation.

D5 - 06 Target Spacing Analysis - C (TSA C3D)

Same as above with 3 mile horiaontal separation.

DR - 07 Wration of TS\-A (DURTSAD.

The eumulati'se duration q.f 4 sile conflicts.
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DI - DS Duration of TSA-B (DURID)

The cumulative duration of 5 mile conflicts.

OB - 09 Duration of TRA-C (DURTSCD)

The cumulative duration of 3 mile conflicts.

1 - 10 Aircraft Distance Flown (ACDSTFD)

The cumulative distance in miles flown by aircraft while under control.

D3- 11 Fuel Consumption (FUELCOý

The cumulative fuel it. pounds consumed by aircraft under control.

D3 - 12 Number of Completed Flights (NCPFTSD)

The number of aircraft accepted by the subject that reach their destination and

are transferred by frequency change. Cottrol. as defined by the Control Rule,

muat bo relinquished at the destination point to be counted as a completed flight.

Note that flights under control when the data period begins are completable.

DB - 13 Arrival Altitudes Attained (AAVLATD)

The nunber of arrival aircraft whose flight is completed within 100 feet of their

goal altitude.

D3 - 14 Departure Altitudes Attained (OPTIRATD)

Same as above for departure aircraft.

D3 - 15 Aircraft: Time in Boundary (ACBTH D)

The cumulative time that aircraft under control are within the test sector.

SEM System Effectiveness Measuri

(See Appendix C)

CPH Controllcr Pcrformance Measure

(See . C)
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APPENDIX C

DEFINITIONS AND USAGES
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SUPPLEMENTARY TABLES
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TAILe 4 CONFLICT FACTOR

Factor Score Coefficients

Day 1 Day- Day 3

Path Changes -. 02 .03 -. 03

Mandoff Accept Delay Time .03 -,02 100

Number of Ground to Air Contacts .03 .01 -. 01

Duration of Ground to Air Contacts .04 .00 .01

Total Delays -. 06 -. 07 -. 03

Total Delay Time -. 07 -. 04 -. 03

Time Under Control .01 .01 .01

Target Spacing Analysis A .17 .23 .19

Target Spacing Analysis B .1C .24 .18

Target Spacing Analysis C .19 .15 .26

Duration Target Spacing Analysis A .25 .17 .20

Duration Target Spacing Analysis B .20 .22 .13

Duration Target Spacing Analysis C .24 .19 .25

Aircraft Distance Flown Under Control -. 04 -. 05 .00

Fuel Consumption Under Control -. 03 -. 05 .02

Arrival Altitudes Attained Completed Flights -. 03 .16 -. 06

Time in Boundary .08 -. 01 -. 03

I



TAILZ S. OCCUPANCY FACTOR

Factor Score Coefficients

Day 2 Dv 3

Path Changes .01 -.15 .00

Handoff Accept Delay Time -. 18 .20 .07

Number of Ground to Air Contacts -. 03 -.04 -. 02

Duration of Ground to Air Contacts -. 05 .03 -. 00

Total Delays .00 -. 06 .11

Total Delay Time .06 -. 06 -. 13

Time Under Control .28 .39 .32

Target Spacing Analysis A .03 -. 05 .01

Target Spacing Analysis B .04 -. 03 .02

Target Spacing Analysis C -. 03 -.04 -. 06

Duration Target Spacing Analysis A -. 03 .08 -. 00

Duration Target Spacing Analysis B .03 .08 .10

Duration Target Spacing Analysis C -. 06 .00 -. 04

Aircraft Distance Flown Under Control .27 .03 .16

Fuel Consumption Under Control .28 .25 .25

Arrival Altitudes Attained Completed Flighte -.04 -. 28 -. 02

Time in Boundary .15 .46 .34
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TASILS 6. COSSRWWZTIONS FACMOR

Factor Score Coefficients

Day I Day 2 Day 3

Path Changes .34 .37 .36

Randoff Accept Delay Tim .06 -. 04 .00

Number of Ground to Air Contacts .38 .36 .37

Duration of Ground to Air Contacts .39 .33 .38

Total Delays -. 02 .03 -. 05

Total Delay Time -. 05 .00 .02

Tim Under Control -. 01 -. 04 -. 01

Target Spacing Analysis A -. 07 -. 02 .00

Target Spacing Analysis B -. 11 .01 -. 06

Target Spacing Analysis C -. 00 .01 .02

Duration Target Spacing Analysis A .09 -. 03 -. 02

Duration Target Spacing Analysis B .01 .02 -. 05

Duration Target Spacing Analysis C .10 -. 03 .06

Aircraft Distance Flown Under Control -. 05 -. 04 -. 02

Fuel Consumption Under Control -. 04 -. 09 .02

Arrival Altitudes Attained Completed Flights .04 .23 .03

Time in Boundary .09 .00 -. 01
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TAB•B 7. DRLAT FACTOR

Factor Score Coefficients

Day I Day 2 Day 3

Path Changes -. 06 -. 00 .07

Handoff Accept Delay Tim .20 .06 .09

Number of Ground to Air Contacts -. 03 -. 01 -. 01

Duration of Ground to Air Contacts -. 03 .01 -. 09

Total Delays .43 .43 .53

Total Delay Tim .45 .43 .55

Time Under Control .03 -. 07 -. 04

Target Spacing Analysis A .04 -. 07 -. 06

Target Spacing Analysis B .16 -. 15 -.10

Target Spacing Analysis C .00 .10 -. 01

Duration Target Spacing Analysis A -. 13 .07 .10

Duration Target Spacing Analysis B -. 08 -.10 -. 05

Duration Target Spacing Analysis C -.11 .25 -. 00

Aircraft Distance Flown Under Control .08 .02 .05

Fuel Consumption Under Control -. 01 .04 .03

Arrival Altitudes Attained Completed Flights .05 -. 05 .01

Time in Boundary -. 12 -. 07 -. 13
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TABLE 8. FACTOR SCORE CROSS VALIDATION CORRELATION (SHEET 1 of 2)

Conflict Factor

Factor Scores Computed Using Standard Scores of Day One Data

Day 1 Coefficients Day 2 Coefficients Day 3 Coefficients

Day 1 Coefficients 1.0000 .9337 .9802
Day 2 Coefficients 1.0000 .9259
Day 3 Coefficients 1.0000

Factor Scores Computed Using~ Standard Scores of Day Two Data

Day 1 Coefficients Day 2 Coeffi-cients Day 3 Coefficients

Day 1 Coefficients 1.0000 .9377 .9752
Day 2 Coefficients 1.0000 .9293
Day 3 Coefficients 1. 0000

Factor Scores Computed Using Standard Scores of Day Three Data

Day 1 Coefficients Day 2 Coefficients Day 3 Coefficients

Day 1 Coefficients 1.0000 .9272 .9769
Day 2 Coefficients 1.0000 .9261
Day 3 Coefficients 1. 0000

Throughput Factor

Factor Scores Computed Using Standard Scores of Day One Data

Day 1 Coefficients Day 2 Coefficients Day 3 Coefficients

Day 1 Coefficients 1.0000 .8146 .9438
Day 2 Coefficients 1.0000 .9141
Day 3 Coefficients 1.0000

Factor Scores Computed Using Standard Scores of Day Two Data

Day 1 Coefficients Day 2 Coefficients Day 3 Coefficients

Day 1 Coefficients 1.0000 .6924 .8797
Day 2 Coefficients 1.0000 .8991
Day 3 Coefficients 1. 0000

Factor Scores Computed Using Standard Scores of Day Three Data

Dav 1 Coefficients Day 2 Coefficients Day 3 Coefficients

Day 1 Coefficients 1.0000 .7401 .8954
Day 2 Coefficients 1.0000 .9184
Day 3 Coefficients 1.0000



TABLE 8. FACTOR SCORE CROSS VALIDATION CORRELATION (SHEET 2 of 2)

Communications-Factor

Factor Scores Computed Using Standard Scores of Day One Data

Day 1 Coefficients Day 2 Coefficients Day 3 Coefficients

Day 1 Coefficients 1.0000 .9282 .9789
Day 2 Coefficients 1.0000 .9425
Day 3 Coefficients 1.0000

Factor Scores Computed Using Standard Scores of Day Two Data

Day 1 Coefficients Day 2 Coefficients Day 3 Coefficients

Day 1 Coefficients 1.0000 .9429 .9855
Day 2 Coefficients 1.0000 .9535
Day 3 Coefficients 1.0000

Factor Scores Computed Using Standard Scores of Day Three Data

Day 1 Coefficients Day 2 Coefficients Day 3 Coefficients

Day 1 Coefficients 1.0000 .9316 .9802
Day 2 Coefficients 1.0000 .9559
Day 3 Coefficients 1.0000

Delay Factor

Factor Scores Computed Using Standard Scores of Day One Data

Day 1 Coefficients Day 2 Coefficients Day 3 Coefficients

Day 1 Coefficients 1.0000 .8462 .9404
Day 2 Coefficients 1.0000 .9411
Day 3 Coefficients 1.0000

Factor Scores Computed Using Standard Scores of Day Two Data

Day 1 Coefficients Day 2 Coefficients Day 3 Coefficients

Day 1 Coefficients 1.0000 .8650 .9440
Day 2 Coefficients 1.0000 .9610
Day 3 Coefficients 1.0000

Factor Scores Computed Using Standard Scores of Day Three Data

Day 1 Coefficients Day 2 Coefficients Day 3 Coefficients

Day 1 Coefficients 1.0000 .8096 .9329
Day 2 Coefficients 1.0000 .9251
Day 3 Coefficients 1.0000
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TABLE 9. FACTOR SCORE COEFFICIENTS FOR FULL FACTORS

Factor Analysis of SE:! I Data

Conflict Occupancy Communication D

CAO1 Path Changes -. 02 '00 .36 .00

DA09 Hand-off Accept Delay Time .00 .07 .00 .09

DA10 Number Ground-to-Air Contacts .01 -. 03 .37 -. 01

DAlI Duration Ground-to-Air Contacts .01 .00 .38 -. 03

DA12 Total Delays -. 06 .00 -. 02 .43

DA13 Total Delay Time -. 04 -. 06 .00 .45

DB02 Time Under Control .01 .32 -. 01 -. 04

DB04 TSA-4 (Number of 4 Mile .19 .03 -. 02 -. 06
Conflicts)

DBOS TSA-5 (Number of 5 Mile .18 .02 -. 06 -.10
Conflicts)

DBO6 TSA-3 (Number of 3 Mile .19 -. 04 .01 .00
Conflicts)

DB07 Duration TSA-4 (Duration .20 -. 03 -. 02 .07
of 4 Mile Conflicta)

DBO0 Duration TSA-5 (Duration .20 .08 .01 -. 08
of 5 Mile Conflicts)

DB09 Duration TSA-3 (Duration .24 -. 04 .06 .00
of 3 Mile Conflicts)

DBI0 Aircraft Distance Flown Under .00 .16 -. 04 .o5
Control

DBIl Fuel Consunption Under Control -. 03 .25 -. 04 .03

DB13 Arrival Altitude Attained -. 03 -. 02 .04 .01
Completed Flights

DB15 Time in Boundary -. 01 .34 .00 -. 12
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TABLE 10. FACTOR SCORE COEFFICIENTS FOR VERY SMOOTH FACTORS

Factor Analysis of SEM! II Data

Conflict Occupan,'y Communication Delay

DAOi Path Changes .* 36 *

DA09 Hand-off Accept Delay Time * * .09

DA10 Number Ground-to-Air Contacts * * .37

DA1i Duration Ground-to-Air Contacts ' * .38 *

DA12 Total Delays .* * .43

DAI3 Total Delay Time * * * .45

DB02 Time Under Control * .32 * *

DB04 TSA-4 (Number of 4 Mile .19 * * *

Conflicts)

DB05 TSA-5 (Number of 5 Mile .18 * •
Conflicts)

DB06 TSA-3 (Number of 3 Mile .19 0 *

Conflicts)

DB07 Duration TSA-4 (Duration .20 *0•
of 4 Mile Conflicts)

DBO8 Duration TSA-5 (Duration .20 * *

of 5 Mile Conflicts)

DB09 Duration TSA-3 (Duration .24 0

of 3 Mile Conflicts)

DBI0 Aircraft Distance Flown Under .16 *

Control

DBll Fuel Consumption Under Control 0 .25 * *

DB13 Arrival Altitude Attained * 0 0 *
Completed Flights

DB15 Time in Boundary * .34 *

- .00)
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TABLE 11. PACTOR SCORE COEFFICIENTS FOR VERY SMOOTH FACTORS

Factor Analysis of SDI! I1 Data

Conflict Occupancy Co,.-unication D

DA01 Path Changes .* 37 *

DA09 Hand-off Accept Delay Time * * * *

DA10 Number Ground-to-Air Contacts * * .37 *

DAl1 Duration Ground-to-Air Contacts * * .37 *

DA12 Total Delays * * * .44

DAl3 Total Delay Time * * * .44

DB02 Time Under Control .26 * *

DB04 TSA-4 (Number of 4 Mile .20 * * *
Conflicts)

DBOS TSA-5 (Number of 5 Mile .20 * *

Conflicts)

D306 TSA-3 (Number of 3 mile .20 * * *

Conflicts)

DB07 Duration TSA-4 (Duration .20 * *
of 4 Mile Conflicts)

DBOS Duration TSA-5 (Duration .20 * * *
of 5 Mile Conflicts)

DB09 Duration TSA-3 (Duration .20 *
of 3 Mile Conflicts)

DBIO Aircraft Distance Flown Under * .26
Control

DBIl Fuel Consumption Under Control * .26 *

DB13 Arrival Altitude Attained * *

Completed Flights

DB15 Time in Boundary * .26

( .00)
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TABLE 12. SORTED ROTATED FACTOR LOADING, SEN 1, SECTOR 14 DENSITY 1

FACTOR FACTOR FACTOR FACTOR FACTOR
1 2 3 4

DB02 15 .988 .000 .000 .000
DM10 23 .975 .000 .000 .000
DBII 24 .971 .000 .000 .000
DRM5 28 .604 .564 .000 .000
DA13 13 .000 .800 .000 .000
D105 18 .000 .757 ,000 .000
DB04 17 .000 .695 .330 .000
DB08 21 .378 .693 .320 .000
DA12 12 -. 251 .679 .268 .000
DB06 19 .000 .000 .q53 .000
D109 22 .000 .000 .937 .000
DB07 20 .000 .296 .R24 .000
DAII 11 .000 .000 .000 .815
DAIO 10 .000 -. 262 .000 .802
DAOI 1 .000 .000 .000 .795
DA09 9 .251 .000 .000 .6q8
DBM3 26 .000 .000 .259 .337

VP 3.596 3.283 2.8R8 2.702

The above factor loading matrix has been rearranged so that the columns appear
in decreasing order of variance explained by factors. The rows have been
rearranged so that for each successive factor, loadings greater than 0.500
appear first, loadings less than 0.250 have been replaced by zero. For
explanation of the abbreviations used in the first column, see appendix R.
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TABLE 13. SORTED AOTATED FACTOR LOADING, SEa I, SECTOR-14 DENSITY 2

FACTOR FACTOR FACTOR FACTOR
1 2 3 4

OB06 19 .934 .000 .000 .000
DBO4 17 .929 .000 .000 .000
DB07 20 .922 .000 .000 .000
DBO8 21 .914 .318 .000 .000
DBO9 22 .911 .000 .000 .000
DB05 18 .850 .000 .000 .000
DA13 13 .822 .000 .255 -. 300
DR02 15 .358 .909 .000 .000
DBIO 23 .347 .895 .000 ,000
DBII 24 .372 .RR6 .000 .000
DA12 12 .000 -. 589 .000 -. 258
DAI0 10 .000 .000 .917 .000
DAO1 1 .000 .000 .751 .000
DAM1 11 .000 .254 .747 .000
DBI3 26 .000 .000 .000 .866
DB15 28 .387 .000 .000 .820
DA09 9 .310 .000 .441 -. 351

VP 6.357 3.108 2.336 1.865

The above factor loading matrix has been rearranged so that the columns appear
in decreasing order of variance explained by factors. The rows have been
rearranged so that for each successive factor, loadings greater than 0.500
appear first, loadings less than 0.250 have been replaced by zero. For
explanation of the abbreviations used in the first column, see appendix B.
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TAL•E 14. SORTED ROTATED FACTOR LOADING, SEN I, SECTOR 14 DENSITY 3

FACTOR FACTOR FACTOR FACTOR
1 2 3 4

DB04 17 .936 .000 .000 .000
D306 19 .922 .000 .000 .000
D305 18 .906 .000 .000 .000
DB07 20 .887 .347 .000 .000
D308 21 .873 .341 .000 .000
DBO9 22 .Rol .407 .000 .000
DB02 15 .356 .883 .000 .000
D310 23 .365 .876 .000 .000
D3II 24 .362 .859 -. 289 .000
DA09 9 .000 .527 .356 .264
DAI2 12 .000 -. 291 .878 .000
DA13 13 .000 .000 .861 .000
DBM5 28 .421 .000 -. 707 .338
DA10 10 .000 .000 .000 .853
DB13 26 .268 .000 .000 .677
DA0I 1 .000 .000 .000 .660
DAII 11 .000 .356 .490 .615

VP 5.425 3.278 2.735 2.238

The above factor loading matrix has been rearranged to that the columns appear
in decreasing order of variance explained by factors. The rows have been
rearranged so that for each successive factor, loadings greater than 0.500
appear first, loadings less than 0.250 have been replaced by aern. For
explanation of the abbreviations used in the first column, see appendix B.
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TABLE 15. SORTED ROTATED FACTOR LOADING, SEN I, SECTOR 16 DENSITY 1

FACTOR FACTOR FACTOR FACTOR
1 2 3 4

D304 17 .916 .000 .000 .000
DBO8 21 .876 .000 .000 .000
DB06 19 .858 .000 .000 .000
DB07 20 .764 .295 -. 432 .000
DBO5 18 .713 -. 387 .256 .000
DIO 23 .000 .967 .000 .000
DB02 15 .000 .952 .000 .000
DBIM 24 .000 .948 .000 .000
DAIO 10 .000 .000 .757 .000
DAOI 1 .000 .436 .7%3 .000
DB09 22 .528 .306 -. 661 .000
DAII 11 .000I .000 .627 .330
DBM3 26 .000 .000 .000 .939
DAI3 13 .000 .000 .000 -. 836
DBI5 28 .000 .508 .000 .640
DA09 9 -. 391 .000 .000 .350
DA12 12 .000 .000 -.2q8 .00)

VP 3.934 3.665 2.481 2.277

The above factor loading matrix has been rearranged to that the columns appear
in decreasing order of variance explained by factors. The rove have been
rearranged so that for each successive factor, loadings greater than 0.500
appear first, loadings less than 0.250 have been replaced by xero. For
explanation of the abbreviations used in the first column, see appendix R.
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TAILE 16. SORTED ROTATED FACTOR LOADING, SEN 1, SECTOR 14 DENSITY 2

FACTOR FACTOR FACTOR FATIOR
1 2 3 4

.I! 24 .%61 .000 .000 .000
DB02 15 .q49 .000 .000 .000
D110 23 .938 .000 .000 n00
DA12 12 -. 692 .000 .000 .000
DA01 1 .542 .000 .486 .000
D306 19 .000 .874 .000 .000
DB07 20 .000 .839 .000 .000
DR04 17 .000 .817 .000 .000
DB09 22 .000 .776 .000 .000
DAIO 10 .000 .000 .852 .000
DAlI it .000 .000 .836 .000
DA09 9 .000 .000 .806 .000
DB05 14 .000 .505 -. 537 .000
DBI3 26 .000 .000 .266 .897
DAI3 13 .000 .000 -. 264 -. R39
DB15 28 .000 .000 .000 .741
DBOS 21 .284 .416 -. 409 -. 374

VP 3.686 3.305 3.031 2.432

The above factor loading matrix has been rearranged to that the columns appear
in decreasing order of variance explained by factors. The rows have been
rearranged so that for each succeasive factor, loadinRs greater than 0.500
appear first, loadings less than 0.250 have been replaced by sero. For
explanation of the abbreviations used in the first column, see appendix i.
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TAI 17. 9ORTED ROTATED FACTOR LOADING 8S394 I, SECTOR 16 DMSITI 3

FACTOR FACTOR FACTOR FACTOR
1 2 3 4

DU07 20 .931 .000 .000 .000
DB09 22 .926 .000 .000 .000
D305 18 .911 .000 .000 .000
DBO4 17 .909 .000 .000 .000
D106 19 .894 .000 .0o0 .000
DB08 21 .803 .340 -. 25R .000
DBI1 24 .000 .951 .000 .000
DMII0 23 .000 .947 .000 .000
D302 15 .000 .928 .000 .000
DA12 12 .000 -. 623 .1•17 .000
DAO9 9 .000 .000 .787 .000
DAII 11 -. 364 .000 .718 .000
DM10 10 -. 380 .000 .617 .000
DAOI 1 .000 .3Rfi .507 .000
D1M3 13 .000 .000 .000 -. 869
DBM3 26 .000 .000 .00 .850
DBIS 28 -. 255 .446 .no0 .536

VP 5.361 3.718 2.051 1.984

The above factor loading matrix has been rearranged to that the columns appear
in decreasing order of variance explained by factars. The rows have been
rearranged so that for each successive factor, loadings greate.r than 0.500
appear first, loadings less than 0.250 have bens replActed hy at-ro. 'or
explanation of the abbreviations used in the first column, see appendix R.
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APPINDIX K

aKPUTATIONS OF RUN SCORES BASED ON THE INDEX OF ORDERLINESS



A. George Walveron derived the Index of orderliness an a measure of tht, rink
oF collision oF an air treftic control situation. Rsfterenoea 10, 11, lp., and
13 of the maln body of this report contain the technical rackgruni.
Halverson's original work, particularly as described In an unpouhlished
technical note of August 1971, "Index ot Orderliness: Proposed Measure or
"A'I System Performnce", contairn nin alternative oromulaticns. Sowe or
hes aLlow for acoeleorted motion, turns, etca In weW cam the Index

values are not constrMed to lie between zero and one. Some or these indices
are inversely proportional to the miss cirele or miss volive with or without a
time-dependent exponential d.ping term. Halveresn discussed several nmarm or
obtaining an overall rating, including frequency arnlyses and use of
autocorrelation functions.

In the Air Traffic Control Simulation Facility (AMW) the instantaneous index
of orderlinesa For two targets has been inplemented In the form:

(1) AU)Dn • rn - o-'t
where: tm Is the tine to minimaz horizontal separaton,, in minutes

rn is tne normalized horizontal aeparation at mininum horizontal
separation (CPA)

and: zn Is the rormalized vertical separaton at CPA.

This version of the index oF orderliness is essentially a measure oF the risk
(probability) of a confliction occurring If no control actton is taken and all
targets continue on straight, uraccelerated flight paths. 'Ie Index is
roughly proportional to the ratio of a) the volume of a cylinder with height
equal to the altitude separation at CPA (ZWJIN) a radius or the horizontal
miss distance (MI(IN) to b) the volume oF a cylinder of height equal to the
critical altitude separation, ZRCR, and radiua oF the critical horizontal
separation, MER. The negative exponential term discounts potential
conflictions in terms of their distance in time.

In the ATC,. the value of the risk index, ADM, is calculatsi1 every simulation
time step (normally every second) for all active targets, pairwise. The
calculations performed durirg data reduction and analysis (fR&A) in the A pV
are as follows:

Consider two targets (1) and (2), with coordinates (x(l),y(l),z(1)) and (x(2),
y(2),z(2)). Define their respective velocity components as (X Mr(1),YIXYr(l),
ZATE(L)) and (XLOT(2),YDQT(2),ZRATE(2)).

- - - - - - ----



Then:
Sepamtlon between the two targets Is -
In X coordinate, XR-X(1)-X(2)

in Y cooodinate, YR-Y(1)-Y(2)

In Z coordinate, ZR-Z(1)-Z(2)

and the 1uare of the horizontal separation, RSQ X-P+yR2

Relative velocity components-

In X. XRIYYP - )ur(l)-xnar(2)

in Y, Rmoar - YDxr(l)-YXDO(2)

Ina Z. 7JPATM ZRATE(l-ZRTEM2

Horizontal speed, SpEE) - (X=fW72+yRI=l 2) ~

Relative distance to CPA, PAIL - )CXRXRDU+YR.YRWr

Horizontal separation at closest point of approach (CPA) -
RUIN IYRLEMr-xJ - XRU)xir-YRI /SEE

Time to CPA -
WIfN --PA!IML(SP) 2)

Vertical separation at CPA -
ZWM3N I ART INI
For =4 the critical horizontal separation, RCR, wa set at 10.0 rnmt, and the

critical vertical separation, ZRCR, was set at 1,000 feet.

Equation (1) becomes:

(2) ADD - e-(W4UN/60). (ZRCR-ZfMIN) .(MR -. MIN2)

where ADM is the instantaneous index ror two tarjets.

The Instantaneous (or every second) risk index, ADD, wan subjected b) a stst or
constraints. AMD was set to zero If-

a) ADD calculated is less than 0.01

b) Range ts not closing, i.e.: RSQt.j•RSQt.i_1
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c) T"he rdttnuun rmnge at (,PA, RMIN, is greater than RCR

d) The minimna altitude soparation at CPA, ZRMIN, is greater than ZRCR
e) Time to CPA,T11IN, is greater than 420 seconds (7 minutes)

f) Either target is a departure flying below 1,000 Feet.

g) Targets are locked onto parallel ITS courses

h) Either target has landed or is inactive (during the one-minute interval)

The risk measure for a pair of targets for a minute is taken as the maximuin
value of ADD for that pair for that minute. The risk for R controller
(subject) for a minute is the risk of at least one confliction occurring
during that minute. This is equal to 1.0 less the risk of no confl~ctLons,
which is the product over the pairs of 1.0 minus the risk of confliction.

i-n
(3) IO0=1.-(I.-ADDI) •(1. -ADD2) •(1. -AD3)" (1. -ADDn= 1 . - 7r (l.-ADDi)

i--i

A single value is needed to express the index of orderliness for a run. Throe
different cumulation methods were evaluated for obtaining a measure compatable
with the SEM measure set and the SFX experimental conditions. These were the
arithmetic mean,CORDl, the variance, CRD2, and the cumulative probability
function,ORD3, of the index.

For a run of n minutes duration, the minute-by-mInute values of the index,10,
(equation 3) are cumulated by:

i=n

(4) ORDI = i-i I001 =
n

i=n
E

(5) oRD2 = -i=i (I00-o 106)2
(n-1)

i=n

(6) ORD3 = 1.0-Tý((l.-IO0i)
i-=1

Note that ORD3 will be identically 1.0 if at any instant during the simulation
the risk of confliction is 1.0. In addition, the ,Axirrum value of ORD3 would
be 1.0, no matter what else occurred in the balance of the run.
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APPENDIX F

LIST OF TERMINAL AREA SYSTEM EFFECTIVENESS MEASURES



Given below is a list of proposed measures for SIX experiments in the terminal

environment. The major feature of those measures is their division into groups

as follows.

Group A - System measures (Delays, Throughput, Communications)

Group B - System measures (Conflicts)

Group C - Radar Advisory Aircraft

Group D - IFI Aircrafc

Group E - VYR Aircraft

All data measures will be calculated for the controller team as well as the

North and South controllers individually.

Group A - (System Elements)

1. Number of Aircraft Handled - The number of aircraft entering the

boundary of the sector, defined as being within the sectors vertical

and horizontal limits (10,000 feet by 38 nautical miles from the radar

center.

2. Number of CmIpleted Flishts - Flights entetring the boundary and

reaching ultimate points; arrivals - the middle market; departures -

the system boundary (horiz. or veTt.) at or above a specified altitude,

over or within 5 miles of a specified fix. A fix passage plus or

minus 5 miles vill be sensed even though passage may be well above

the sector horizontal boundary.

Altitudes - IFR Types 1-8 > 3000 ft.

UFR Types 9-12 > 6000 ft.

VYR All 2500 ft.
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3. Aircraft Time Under Control - The amount of time aircraft are within

the boundary, sained over all aircraft.

4. Number cf Start Delays to Aircraft - The number of instances that an

aircraft was scheduled to enter the problem while a STOP amasage was

in effect.

5. Turn and Hold Del - The number of occasions aircraft within the

boundary are put into a hold ow a turn lasting more than 70 seconds.

6. Total Delays - Turn and Hold Delays plus Start Delays.

7. Start Delay Duration - The cumulative duration of Start Delays. For

each affected aircraft, the start delay equals the difference between

its scheduled scart time and the time a start message is entered.

8. Turn and Hold Duration - The cumulative duration of Turn and Hold

Delays within the boundary.

9. Total Dela7 Duration - The cumulative duration of Start Delays as well

as Hold and Turn Delays within the boundary.

10. Number of Path Chantes - The number of altitude, heading, and speed

changes issued to aircraft within the boundary.

11. Number of Path Changes Outside Boundary - The number of altitude,

heading, and speed changes issued to aircraft outsiae the boundary.

12. Number of Handoffs Accepted - The total number of aircraft handed off

and accepted by the subject controller (inside the boundary, outside

the boundary, and nor:h to south within the boundary).

13. Hand-off Accept Delay Time - The cumulative time between a handoff and

the acceptance of that aircraft by the subject controller.

14. Number of Handoffs Outside the Boundary - The total number of aircraft

handed off and accepted by the subject controller outside the boundary.
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15, worth-South Rand-offs Accepted - The total number of aircraft handed

off between the two members of the controller team.

16. North-South Wand-off Delay Tine - The cumulative duration of

North-South Band-offs Accepted.

17. Aircraft Distance Flown - The distance flow by aircraft within the

boundary sumed over all aircraft.

18. ki•craft Fuel Consumption - The cumulative fuel in pounds consumed

by aircraft within the boundary computed using ghe ATCSF fuel

consumption model.

19. lumber of Arrivals - The number of completed arrivals for both i1n

and VM aircraft.

20. Number of Degarturee - The number of departures for both IlR and

VYK aircraft.

21. Darur. Altirude Not Attained - The number of departing aircraft

whiiech do not climb above:

IFR (Category 1-8) - 3000 feet

17 (Category 9-12) - 6000 feet

VII - 2500 feet

12. Hissed Approaches - The number of system generated missed apptoaches.

Aircraft misaligned uith the IU, are spontaneously sent into missed

approach status.

23. Ground-to-Air Contacts - The number of time microphone transmission

is made by the subject or team.

24. Ground-to-Air Contacts Duration - The cumulative time of ground-to-air

contalcts'.

'45. Arrival interval (Seconds) -The average number of seconds between

completed arrivals.
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26. Arrival IntervIl bariance (Secatd) The variance in the distribution

of arrival intervals.

27. Arrival Interval (Miles a 100) - The average number of iles between

An errival snd the next arrival for all arrival& in the 60 minute

test period time 100.

238. Arrival Interval Variance (Miles a 100) - The variance in the

distribution of Arrival Intervals for miles x 100.

29. M8 Clearances - The number of aircraft cleared to the Instrument

Landing System (ILS).

30. Control Actions Alftr ILS Ancroach Clearance - Aircraft cleared for

ILS approach will complete that approach unless another clearance,

other than a speed control is given. These actions, after the

approach clearance, are counted and shown under this heading.

Missed approaches: The ATCSF already provides an automatic

missed approach if an aircraft vhich has been cleared for an

US approach is physically positioned such chat it is impossible

to perform the approach. Tha controller has the option of

requiring vectors for spacing after an approach clearance.

31. Number of Barrier Delays - The anmber of instances a subject asks

that all entering traffic be halted.

32. Barrier Delay Duration - The cumulative time that barrier delays

remain in effect. The beginning of a barrier delay 4.s referred to

as a STOP message and its termination as a START message.

33. Aircraft Displayed - The total number of aircraft displayed on the CRT.
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34. Aircraft Time Dimol3,qed - The :umulativ% duration of time in which

active aircraft are displayed regardless of their position at

classification.

35. Total fuel Coumuuign - The :zuslative fuel cmnsumption of all

active aircraft in the problem regardless of their position or

classification.

36. Total Distance flown - The cumulative distance flown by all active

aircraft in the problem regardless of their position or claasification.

37. Un•torolled Aircraft Displayed - The number of uncontrolled

aircraft displayed.

38. Uncoe•rolled Aircraft Time Displayed - The cumulative duration in

which uncontrolled aircraft are displayed.

39. controller Keyboard Errors - Keyboard errors which are detectable

an such through the baseline ATCSF software.

40. Pilot Keyboard Errors - Keyboard errors by simulator operators which

are detectable as such through the baseline ATCSF software.

Group B - (System Elements)

41. Target Spacing Analysis 4.0 for .71 Aircraft (TSHIn .0-95o ft.) -

The number of instances that Ifl aircraft violate the separation

standard of 4 miles horizontal spacing and 950 feet vertical spac'ing.

-Both aircraft involved must be under IFR control and within the

boundary.

42, Target Spacing Analysis 3.0 for IFR Aircraft (TSIn 3.0-9s0 ft.) -

Sane as TSIR7 4.0 except horizontal separation is 3 miles.

F-5



43. Tarate Spacimn Amalyi 2.5 far Int Aircraft (TSITR 2.5-150 ft.) -

Same as TSFIU 3.0 except horizontal separation is 2.5 - iles.

44. T e: Spacing Analysis 2.0 for In Aircraft (Tin 2.0-930 fU). -

Same as TIUT 2.3 except horizontal separation is 2,0 miles,

45, Target Sacin Analysis 1,0 for Ifn Aircraft (TSamR 1.0-950 ft.) -

Same at TSIFR 2.0 except horizontal separacion is 1.0 mile.

46. Duration TSZFU 4.0 - The cumulative duration of 4.0 mile conflicts

for Ill aircraft.

47. Duration TSuFR 3.0 - The cumaulative duration of 3.0 mile conflicts for

Ifn aircraft.

44. Daration TSTJU 2.5 - The cumulative duration of 2.5 mile conflicts

for ifl aircraft.

49. Duration TSIFk 2.0 - The cumulative duration of 2.0 mile conflicts

for lln aircraft.

50. Duration TSiFn 1.0 - The cumulative duration of 1.0 mile conflicts

for inl aircraft.

51. Target Spacins Analysis 2.0 for VTR Aircraft (TSVFM 2.0-450 ft.) -

The number of instance* that VII aircraft violate the separation

standard of 2.0 miles horizontal spacing and 450 ft. vertical spacing

below a height of 6,500 feet and within a radius of 10 miles of the

radar center. At least one aircraft mast be VrR.

52. Taratc Spacing Analysis 1.5 for VFR Aircraft (TSVFR .. 5-450 ft.) -

Sme as TSVFR 2.0, but with horizontal separation of 2.0 mile.-

53. Target Spacins Analysis 1.0 for VTR Aircraft (TSVFR 1.0-450 ft.) -

Same as TSVTR 1.5, but with horizontal separation of 1.0 mile.

54. Duration TSVTU 2.0 - The cumulative duration of 2.0 mile conflicts

for VTR aircraft.

F-6



5$. Duration TSVft 1.5 - The culative duration Of 1.5 silt conflicts

for VT, aircraeft.

56. VDration TVif 1.0 - The cmulative .durarion of 1.0 mile conflicts

for VME aircraft.

?. Tarithet Snia Analysts 6.0 tor Aircraft en the MS (DILS 6.0) -

The number of instances thet appropriate categories of aircraft

vijolace the 6.0 -tle separation standard in the takle below.

Canflict Separation Parameters

Index Trailing Lead Horiaontal Separation
No. A/C Sits A/C Site (Pillbox Radius)

1. Small small 3 miles
2. Small Large 4 miloe
3. Small Heavy 6 miles
4. Large Small 3 miles
S. Large Large 3 sil.o
6. Large Heavy 5 miles
7. Heavy Small 3 miles
8. Heavy Large 3 miles
9. Heavy Heavy 4 msiles

58. Target Spacing Analysis 4.0 for Aircraft on the W.S (TSILS 4.0)

The same as TSILS 5.0, except separation is 4.0 miles.

59. Target Spacing Analysis 4.0 for Aircraft on he Lo.S (TSIL 4..0) -

The same as TSILS 5.0. except horizontal separation is 4.0 miles.

60. Target Spacing Analysis 3.0 for Aircraft on :he tLS (TSILS 3.0) -

The am as TSILS 4.0, except horizontal separation is 3.0 miles.
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61. ParCU of M1lULS 6.0 - The cumalati durautei of 6.0 mile

coeflicts for aircraft on the ILS.

62. Duration of TILS 2.0 - The cemulative duration of 3,. sile

conflicts for aircraft on the ILS.

63. "uration of lLS 4,0 - Sams t above. but for 4.0 sile conflits.

64. hAraion of TlLS 3.0 - Same above, but for 3.0 mile conflicts.

63. AS Conflict Alert - The number of AM conflict alerts.

66. In (3 ile) Conflicts Outside IoMndare - The number of three mile

conflicts occurring outside the boundary for InR aircraft.

Group C - (Radar Advisory Aircraft)

The list of measures below is defined here only for radar Advisory Aircraft,

The counts and durations of these measures are computed for Radar Advisory

Aircraft only, In every other respect their definition is identical to the

analogous system elements in Grorp A.

67. Number 3f Aircraft Handled (RA)

68. Aircraft Time Under Control (IA)

69, Number of Start Delays to Aircraft (RA)

70. Turn and Held Delays (IA)

71. Total Delays (MA)

72, Start Delay Duration (RA)

73, Ttrn and Hold Duration (RA)
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74. Total Delay Dutation ',RA)

M7. Number of Path Changes (IA)

76. North-South bandoff Accepts (RA)

7M. North-South Handefl Accept Delay Time (IA)

78. Aireraft Distance Flown (RA)

" 79, Aircraft Fuel Conasumtion (RA)

Group 4 - CUR Aircraft)

The list of measures below is defined here only for In7 aircraft. The cetact

and durations of these mamu•es are computed for 1In aircraft only. In every

other respect their definition is identical to the analogous system elements

in Group A.

80. Number of Aircraft Handled (nIl)

8R. Number of Completed Flights (1QM)

82. Aircraft Time t•nder Control (IM1)

83. Number of Start Delays to Aircraft (173)

84, Turn and Hold Delays (in7)

83. Total Delays (in1)

86. Start Delay Duratc.on (IlM)

87. Tutr and aold Duration (171)

88. Total Delay Duration (In)

89, Number of Path Changes (Fll)

90. Number of Handoffs Accepted (171)

91. Randoff Accept Delay Time (In)

92. klorth-South Hlandoff Accepts (IFl)

93. North-Eouth Handoif Accept Delay Time (in)
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"9v, Airerat oistate vime (In)

93. Aircraft Nael Conmptim (in)

96. Arrivals (InI)

97. Departures (IM)

, Departure Altitude Net Attained (in)

99. nisaed Approeahes (In)

Group a - (VII Aircraft)

The Uist of measures below ia defined here only for VIn aircraft. The coumts

and duration@ of theoe measures are copuited fot MI aircraft Only. In ever?

other respect their definition is identical to the aalosoua systea elements

in Gtoup A.

100. Number of Aircraft Readied (VII)

101. Number of Completed Flights (Vil)

102. Aircraft Time Under Control (VIM)

103. NumMr of Start Delays to Aircraft (VMR)

104. Turn and gold Delays (Vii)

105. Total Delays (VI)

106. Start Delays Duration (VFi)

107. Turn and Rtoid Duration (MVR)

108. Total Delay Duration (Vri)

109. Mmober of Path Changes ('lR)

110. North-South Handoff Accepts (VII)

111. North-South Handoff Accept Delay Time (Vii)

112. Aircraft Distance Flomn (VMR)

113, Aircraft Fuel Consumption (Vmi)

114. Arrivals (VTI)

115, Departures (VIR)

116. Departure Altitude lot Attained (OVR)
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